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Abstract

A stroke occurs every nine minutes in Australia [1] and is a leading cause of death and disability

worldwide [2]. Approximately �fteen million people around the world su�er from a stroke each year,

of which �ve million die from initial trauma and a further �ve million su�er from ongoing disability

[2].

Not only does it leave patients with permanent damage caused by the initial blocked or ruptured

blood vessel, it is also known to cause regions that are connected to the infarction1 to die over time.

This secondary neurodegeneration (SND) may be linked to accelerated cognitive decline, dementia

and other neurological disorders [3, 4, 5]. A key contributor to SND is a process called excitotoxicity,

where an imbalance of excitatory signalling in regions connected to the lesion can lead to cell death

by an array of biochemical pathways. One of the secondary regions susceptible to SND after cortical

stroke is the thalamus, which will form the focus of this thesis.

An in-silico model of the thalamocortical network was developed to capture the dynamics of excitatory

inputs to the sensory thalamus. The model strongly supports the role of corticothalamic neurons as

modulatory inputs and sensory inputs as drivers. We found two key scenarios, whereby stroke can

lead to the generation of aberrant signalling in the thalamus: (1) the loss of corticothalamic excitation

switches neurons from a tonic mode of �ring to bursting and (2) signi�cant over-excitation from

spilled extracellular glutamate generates both increased responses to stimulation and spontaneous

�ring. The latter of these two observations is strongly linked to the hypothesis of excitotoxicity.

In-vivo electrophysiological recordings in an anaesthetised mouse model of stroke, con�rms that

a cortical lesion impacts activity throughout the thalamocortical network. The loss of cortical

activity lead to a decrease in thalamic activity and also a loss of feedback from the cortex in the

somatosensory response. The recordings did not �nd support for the hypothesis of over-excitation

or hyperexcitability and did not show evidence of cell loss caused by SND. The somatosensory

evoked response in the VPL is the �rst to be recorded in a mouse model, and the waveform shows

1Site of tissue death
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similarities to those recorded from other rodent species in the literature. The neuronal sources of

each peak in the evoked potential were explored to suggest likely contributions from pre-synaptic,

thalamo-reticular and corticothalamic neurons, which was supported in computational simulations.

A new method is proposed to extract spike times and �ring rates from electrophysiological recordings.

The algorithm constructs a global spike waveform dictionary which is used in conjunction with a

sparse optimisation approach to discriminate overlapping spikes in a sliding time window. This

proposed method was found to be e�ective in both real and simulated, low SNR, multi-unit recordings.

A simple, signed-refractory policy was shown to signi�cantly improve the performance of a number

of conventional spike detection algorithms.

Finally, a method was developed to chronically implant electrodes in the mouse thalamus for

freely-moving recording and deep brain stimulation (DBS). A safe and e�ective set of stimulation

parameters was determined to maximally stimulate the thalamocortical pathway. A pilot study

of DBS to rescue thalamocortical neurons showed some minor, but not statistically signi�cant,

improvements that warrant further investigation with a larger animal cohort.
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Outline of Report

This thesis is organised into 6 chapters:

� Chapter 1 provides a brief background on stroke, SND, excitotoxicity and DBS.

� Chapter 2 investigates the stroke-induced thalamocortical network disruption using computational

models and compares the results to evidence in the literature.

� Chapter 3 details results from electrophysiological recordings of thalamic neurons after stroke.

� Chapter 4 describes a novel spike detection method used to extract unit activity from MUA

recordings.

� Chapter 5 assesses the feasibility of using DBS as a treatment for SND.

� Chapter 6 provides the conclusion to the thesis and suggestions for future works.
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Chapter 1

Background

This chapter provides a brief introduction to the topics of stroke & secondary neurodegeneration.

It reviews the current literature to elucidate causes of secondary neurodegeneration and potential

treatment interventions with a focus on Deep Brain Stimulation.

1.1 Stroke

A stroke a�ects one Australian every nine minutes on average [6], and is the second leading cause of

death and a major cause of disability worldwide [7]. A stroke occurs when there is either an occlusion

(ischaemic stroke) or rupture (haemorrhagic stroke) of a blood vessel within the brain. The most

common type of stroke is ischaemic stroke, depicted in Figure 1.1, which a�ects approximately 80% of

su�erers [8]. The main cause of ischaemic stroke and other cardiovascular diseases is atherosclerosis;

where fats, cholesterol and other substances accumulate in arteries to form plaques [8]. These

plaques can form directly in the brain, or elsewhere and dislodge to later create a blockage in the

cerebrovascular network.

The disruption in blood supply results in ischaemia where cells are deprived of oxygen and glucose

essential for survival. This triggers cell death within minutes [9] with the amount of damage

proportional to the duration of ischaemia [10]. Physical symptoms, such as muscular weakness,

paralysis and speech impairment, can present within seconds of stroke and the most severe cases

can result in death or permanent neurological de�cits [7].

The region comprising the initial, irreversible loss of cells to necrotic death is known as the stroke

core. Surrounding the core, is an area of hypo-perfused, yet salvageable tissue known as the ischaemic
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Figure 1.1: Stroke: An occlusion forming in the cerebrovascular network prevents the necessary

supply of oxygen and glucose to parts of the brain triggering cell death within minutes (Image taken

from [11] © Blausen Medical Communications, Inc.)

penumbra which is susceptible to damage over the following hours to days after the stroke event [12,

13]. Although receiving less research, evidence shows initially intact regions of the brain connected

to the primary site of infarction also begin to die in the weeks to months after stroke, in a process

referred to as Secondary Neurodegeneration (SND) [14, 15, 16, 17]. This is believed to be linked to

the progressive cognitive decline experienced by stroke su�erers [5, 4, 18].

1.2 Secondary Neurodegeneration

Secondary neurodegeneration has been consistently observed in both human and animal subjects

following stroke a�ecting the cerebral cortex [16]. It has been shown to occur in the thalamus [14, 17],

substantia nigra [19] and more recently the hippocampus [18]. The pathological changes are notably

similar to neurodegenerative diseases such as Alzheimer's Disease (AD), with evidence of neuronal

loss, accumulation of the neurotoxic protein amyloid-β (Aβ) and a signi�cant in�ammatory response

[16]. SND is not speci�c to stroke and can also result from other stroke-like injuries to the cerebral

cortex [20].

Unlike the primary lesion, SND is not due to insu�cient blood supply [14]. It is believed to result

from a combination of processes including excitotoxicity, retrograde degeneration, in�ammation,

accumulation of neurotoxic proteins and oxidative damage [14]. Pathological changes in secondary

regions develop within days after injury and can progress over the coming weeks, months and years
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[14, 16]. This o�ers a time-window for treatment and intervention.

Figure 1.2: One example site of Secondary Neurodegeneration (SND) in the thalamus (red) after

cortical infarction (black) in the mouse brain, with reciprocal corticothalamic and thalamocortical

connections shown. A number of injurious processes occur at the sites of SND including increased

concentrations of glutamate, accumulation of amyloid-β, a signi�cant in�ammatory response and

axonal damage and retrograde degeneration. (Created with BioRender.com)

A link between the initial and secondary sites of damage is that they are directly connected via

neuronal projections (see Figure 1.2), suggesting a means of propagating the injury. Secondary

damage in the thalamus is focal to speci�c nuclei with regions between the infarct and secondary site

spared. This signi�es that there is no spread through the extracellular space such as the progressive

neurotoxicity in the cortical penumbra [21, 22].

The existence of reciprocal connections between the infarct and secondary sites of injury supports

the leading hypothesis that damage to neuronal inputs originating from the infarct can lead to an

excitatory-inhibitory imbalance in the connected region [20, 23]. It has also been shown that more

distant, polysynaptically connected regions can be a�ected, such as the loss of substantia nigra (SN)

neurons following MCAO [19], suggesting there may be a network wide disruption that extends

beyond directly connected neurons.

Anterograde degeneration of corticothalamic projections to the thalamus occurs in the �rst 3-4 days

after cortical lesion [24], preceding the loss of thalamic neurons. Signi�cant thalamic loss is evident

by the end of the �rst week [25, 17] and continues for weeks in mice [17] and progressing for longer

in humans[26, 27].
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1.3 Thalamocortical Network

Of particular interest in this thesis are two regions of the brain - the somatosensory cortex and the

somatosensory thalamus, that are the primary regions damaged by stroke and SND respectively.

The network of connections between these two regions is of signi�cant importance as it is believed to

be what links the degeneration of thalamic neurons to the initial injury in the cortex. This section

will describe the connectivity between the two regions, known as the thalamocortical network, and

the basic properties of neurons, the fundamental cells in the brain responsible for the transmission

and processing of information.

The brain is the principal component of the central nervous system (CNS) and consists of an

interconnected network of approximately 100 billion neurons with upwards of 100 trillion synapses

in humans [28]. The cerebral cortex is the outermost region of the brain consisting primarily of

grey matter and is involved in processing sensory, motor and cognitive functions [28]. The cortex

is structured in 6 vertical layers, that are easily identi�ed by di�erent compositions of neuronal

sub-types and location of a�erent and e�erent projections. Layer IV is also known as the granular

layer, describing the small-bodied granule cells that compose it, and is the main receiver of subcortical

projections. The outermost three layers (I, II and III) are the supragranular layers and primary

sources of intrahemispheric and corticocortical connections. Layers V and VI, the infragranular

layers, are the main source of projections to subcortical locations.

The somatosensory thalamus is a dense mass of grey matter located deeper in the forebrain below

the cerebral cortex. It primarily acts as a relay, with additional gating and modulatory functions, for

sensory and motor signals to and from the cerebral cortex but also has a key role in the regulation of

arousal and sleep [29, 28]. The thalamus is strongly connected to the cerebral cortex through direct

and polysynaptic pathways.

Much of this thesis will focus on the study of rodent brains, which although di�erent in structure

to human brains, depicted in Figure 1.3, are available to reproducibly generate a model of SND

[17, 30, 23].

The rodent somatosensory thalamus can be delineated into individual nuclei that correspond to

sensory processing from di�erent regions of the body. The ventrobasal complex (VB) of the thalamus

contains the ventral posterior lateral (VPL) nucleus that receives inputs from the spinal cord, related

to the body below the neck e.g. limbs, trunk, tail etc., and the ventral posterior medial (VPM)

nucleus that receives inputs from the trigeminal nerve, related to the face and whiskers [32, 33].

The posterior medial complex (POm) of the thalamus is a secondary sensory nucleus that receives

inputs from the body and also projects to the cerebral cortex [33]. Other sensory nuclei include

the lateral geniculate nucleus, receiving input from the optic tract and output to the visual cortex
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Figure 1.3: A comparison of the human and rodent brain (Not to Scale) shows large di�erences

in the proportions of di�erent brain regions. However the e�ects of stroke and secondary

neurodegeneration are similar between species and use of a rodent model allows for thorough and

reproducible investigations into diagnosis and treatment. Image adapted from [31]

and the medial geniculate nucleus, whose input is from the inferior colliculus and projects to the

auditory cortex [33].

The VB and POm are a�icted by SND with higher prevalence than other thalamic nuclei due to the

corresponding cortical regions being supplied by vessels more prone to stroke i.e. the middle carotid

artery (MCA) [34]. The rodent VB has a simpler structure to larger mammals as it is composed

almost exclusively of excitatory thalamocortical (TC) neurons, without interneurons [35, 36].

Thalamocortical neurons project to the somatosensory cortex, speci�cally layer IV but also directly

synapse to layer VI corticothalamic neurons [37, 38]. They sprout collaterals that innervate the

thalamic reticular nucleus (TRN), a nucleus surrounding the thalamus and composed of inhibitory

GABAergic neurons which creates a loop of feedback inhibition. Corticothalamic (CT) neurons from

layer VI project to TC neurons and also sends collaterals to the TRN [38]. This forms a tightly

coupled thalamocortical network, shown in Figure 1.4 with feedback able to control and modulate

sensory processing.

Inputs to the VPL arrive via the medial lemniscal (ML) �bres or spinothalamic tract (STT), which

transmit touch and proprioceptive or nociceptive signals respectively [39]. There are also additional

cholinergic and noradrenergic inputs from the brainstem that act to modulate the �ring properties

of TC neurons [33].
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(a) (Created with BioRender.com) (b)

Figure 1.4: Neuronal connections between the somatosensory cortex, ventral posterior lateral

(VPL) nucleus of the thalamus and thalamic reticular nucleus (TRN) forming the primary, sensory

thalamocortical network. (a) Excitatory and inhibitory connections between each region overlaid

on a coronal slice of the mouse brain, inset: the 6 layers of the sensory cortex, from the super�cial

layer I to the deepest layer VI, showing thalamocortical synapses to layer IV and VI neurons and the

origin in layer VI of corticothalamic projections. (b) Simpli�ed block diagram of the thalamocortical

network including �bres relaying sensory information from the peripheral nervous system: medial

lemniscus (ML) and spinothalamic tract (STT). Red arrows indicate excitatory neuronal connections

and inhibitory connections are shown as blue.

1.3.1 Neurons

Neurons are excitable cells that transmit information via electrochemical signals and connect in

networks to form systems that perform sensory, motor and cognitive functions [28], their general

structure is shown in Figure 1.5a.

Neurons communicate by '�ring' and sending an electrical pulse, known as an action potential (see

Figure 1.5b), through the axon to connected neurons at junctions of axon terminals and dendrites

called synapses [28]. The signal propagates through the synapses either via direct ionic channels

or via release and binding of neurotransmitters, where it creates a post-synaptic potential at the

soma. Inputs integrating to a depolarisation greater than an action potential threshold will trigger

an all-or-nothing action potential at the axon hillock of the post-synaptic neuron [28].
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(a) Neuron (Image used with permissions from [40]
© Arizona Board of Regents / ASU Ask A Biologist) (b) Action Potential

Figure 1.5: Key components of a neuron and generation of an action potential: Neurons

communicate by generation of an action potential in the somatodendritic structure that travels

along the axon to terminals that connect to other neurons. (a) The key structures within a neuron

include the dendrites and soma where an action potential is generated, the axon that propagates

the action potential and the axon terminals that synapse to dendrites on connected neurons. (b)

An action potential is triggered when the membrane voltage of a neuron reaches an action potential

threshold causing a brief depolarisation and repolarisation. This is followed by a hyperpolarisation

that de�nes a refractory period where a neuron is less-primed to generate another action potential.

Neurotransmitters bridge the communication gap between neurons. They are released from pre-synaptic

terminals upon depolarisation and di�use to post-synaptic terminals where they bind to speci�c

receptors and allow �ow of ions into the neuron [28]. This gating process is also controlled by

co-agonist binding, membrane potential and antagonist binding. Glutamate exists as the most

abundant excitatory neurotransmitter and Gamma-Aminobutyric acid (GABA) as the most common

inhibitory transmitter [28].

Neurons are generally classed as excitatory or inhibitory. Excitatory neurons release neurotransmitters

into the synapse that trigger an in�ux of cations (namely Na+&Ca2+), creating a positive post-synaptic

potential promoting action potential initiation [28]. Inhibitory neurons trigger the in�ux of anions

(Cl−) or e�ux of cations (K+) creating a negative post-synaptic potential that hyperpolarises the

soma potential away from the action potential threshold [28]. This simpli�ed description forms the

basis for how neurons communicate.

The initiation and propagation of an action potential is determined by ion �ow through the cell

7



membrane. The �ow is modulated by ion channels that act as gates controlled by both membrane

potential and ligand binding. In an un-excited state the voltage across the neuronal membrane

is held at a negative value known as the `resting potential' [28]. A combination of ATP-powered

ion pumps, exchangers and leakage channels ensure this steady state and healthy intracellular ion

concentrations are maintained.

Voltage-gated ion channels (VGICs) play a vital role in the generation and propagation of action

potentials along the axon and activate as a function of membrane potential. VGICs exist on the

soma, dendrites, axon terminals, along the entirety of unmylenated axons and are concentrated at

the nodes of ranvier along mylenated axons [28].

1.4 Excitotoxicity

Excitotoxicity is hypothesised to be a major part of the pathological process contributing to SND

[20, 23] and other neurodegenerative diseases. This section explores the two neurotoxic components,

Glutamate & Aβ, that when produced in excess, contribute to SND. Other factors contributing to

SND will be discussed later in Section 1.6.

1.4.1 Glutamate Toxicity

1.4.1.1 Glutamate

Glutamate is the most abundant excitatory neurotransmitter in the human brain [41]. Its primary

function is facilitating communication between synaptically connected neurons. Upon depolarisation,

vesicles of glutamate are released from the pre-synaptic terminal di�using into extracellular space

and to the post-synaptic terminal of the synaptically connected neuron [28].

At the post-synaptic terminal glutamate can bind to both ionotropic glutamate receptors (iGluRs)

or G-protein coupled metabotropic glutamate receptors (mGluRs) [41]. The activation of iGluRs

opens the associated permeable membrane channel allowing the in�ux of cations, predominately

Na+and Ca2+, into the receiving neuron producing excitatory post-synaptic potential (EPSP's) that

depolarise the neuron and can trigger an action potential [41]. Metabotropic glutamate receptors

do not form an ion channel but rather modulate nearby ion channels and intracellular signalling

cascades through secondary messengers. The three main iGluRs present in the CNS are the AMPA

receptor (AMPAR), NMDA receptor (NMDAR) and kainic acid (KA) receptor (KAR), named after

their respective selective agonist molecules [28].
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Figure 1.6: Glutamate is released from presynaptic axon terminals into the synaptic cleft. This

glutamate di�uses through extracellular space where it binds to ionotropic glutamate receptors,

including KAR, AMPAR and NMDAR, and metabotrobic glutamate receptors in dendrites of the

post-synaptic neuron. Ionotropic glutamate receptors open a permeable membrane channel through

which cations �ow creating a post-synaptic current. (Created with BioRender.com)

Glutamate is primarily cleared from the synapse and extracellular space via astrocytic excitatory

amino acid transporters (EAATs), converted into glutamine and transported back to the pre-synaptic

neuron for glutamate re-synthesis [42]. A small portion of EAATs also exist on pre-synaptic neurons.

The neurotoxic e�ect of sustained exposure to glutamate has been known for decades [43]. Historically,

two modes of glutamate toxicity have been considered. The �rst, here referred to as `Acute Toxicity',

is neuronal injury and death caused by acute swelling due to a large in�ux of ions and water during

prolonged depolarisation [44, 45]. The second, 'Chronic Toxicity' pathway, is due to Ca2+in�ux

and increased intracellular concentrations triggering apoptotic events [44, 46]. The �rst is shown to

occur only at signi�cantly high glutamate concentrations [44] and therefore only brie�y mentioned.

The chronic pathway predominates at lower concentrations of glutamate and the e�ect is gradual

[44] and more consistent with the time frame of SND and other neurodegenerative diseases [41].

1.4.1.2 Acute Toxicity

Acute toxicity is commonly associated with stroke or traumatic brain injury (TBI) [47, 22, 41].

Upon structural neuronal injury, hypoxia or glucose deprivation, large amounts of glutamate can be

released into extracellular space due to direct damage of the cytoskeleton and vesicles spilling out, or

indirectly by depleting energy stores maintaining membrane potentials that control neurotransmitter
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release [47, 41].

Excessive amounts of extracellular glutamate results in the sustained activation of iGluRs and rapid

in�ux of Na+causing depolarisation and secondary in�ux of Cl−and water [45, 44]. This leads

to acute swelling and rupture of the cell membrane [45, 44] which can trigger further damage by

releasing additional glutamate.

1.4.1.3 Chronic Ca2+- Dependent Toxicity

Chronic toxicity di�ers from the acute mode by both time scale and mechanisms of action. Chronic

toxicity was �rst isolated by determining that unlike the acute pathway dependent on Na+and

Cl−in�ux it depends only on Ca2+[45, 44, 46].

NMDARs are implicated as the primary channel for Ca2+in�ux leading to excitotoxicity [22].

Repetitive activation of NMDARs and in�ux of Ca2+can lead to sustained elevations of intracellular

Ca2+concentrations. This is well known to have neurotoxic e�ects [48, 22, 41]. The contribution of

other calcium channels, including voltage-gated calcium channels (VGCCs), have been found to be

insigni�cant in most cases [49].

A number of Ca2+induced pathways are implicated in excitotoxicity (reviewed in [47, 50, 22]).

Sustained elevations of cytosolic calcium leads to mitochondrial dysfunction and activation of enzymatic

pathways of neuronal death [47, 22, 50]. It is additionally associated with increased production of

free radicals and oxidative stress known to induce apoptosis [51, 22].

Neurons have a number of mechanisms to control intracellular Ca2+concentrations. An imbalance

in these systems can lead to elevated Ca2+for a prolonged and potentially toxic period of time.

Calcium homeostasis is regulated by a combination of ionic calcium channels, calcium extrusion

systems (ATPase pumps and Na+/Ca2+exchangers) and calcium binding proteins [46].

At resting potential Ca2+ATP-ase pumps are the principle component of Ca2+extrusion. At high

Ca2+concentrations Na+/Ca2+exchangers dominate [46] and are the primary mechanism to reduce

the toxic levels present in excitotoxicity [46]. The fact that Ca2+concentrations can not always be

kept to healthy levels suggests these mechanisms have limited throughput and saturate at some

point. This makes limiting sustained Ca2+in�ux important to prevent neurotoxic e�ects.

Contrary to the hypothesis of high-intracellular calcium concentration, it was found that the speci�c

triggering and in�ux of Ca2+through NMDAR's is a major contributor to neurotoxicity, rather

than just increased intracellular Ca2+levels [52]. Loading neurons to similar intracellular Ca2+levels

through other channels resulted in only a fraction of the total cell death, indicating that entry

pathway is key [52].
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Activation of NMDAR's is linked to a number of downstream signalling pathways via proteins bound

to their intracellular C-terminal domains (CTD) via sca�olding proteins such as postsynaptic density

protein 95 (PSD-95). One such example is the neuronal nitric oxide synthase (nNOS) which is bound

to PSD-95 and triggers nitric oxide (NO) production when activated by Ca2+in�ux through the

NMDAR [53, 54]. NO is important for normal physiological functions as an intercellular messenger

[54, 55], however has been shown to exhibit neurotoxic e�ects when produced in excess due to the

production of additional reactive oxygen species such as peroxynitrite [56, 54].

A number of other downsignalling pathways have been linked to NMDARs and cell death, including

activation of pro-death FOXO, inactivation of pro-survival Akt, shut-o� of CREB, inactivation of

ERK1/2, activation of calpains that cleave NCX2 and STEP, activation of DAPK1 and many others

(see [57, 58, 22, 53, 59]).

1.4.1.4 2B Or Not 2B - is the NR2B subunit the culprit?

There are two competing hypotheses that relate NMDAR activation to excitotoxicity: the sub-unit

hypothesis and location hypothesis. Both build from the initial discovery that NMDAR's are

speci�cally linked to excitotoxic cell death and go further to implicate either speci�c sub-unit

compositions of NMDAR's or the cellular location of NMDAR's as the culprit.

Hardingham et al. [60] showed that activation of NMDARs located within synapses increased

CREB activity and upregulated brain-derived neurotrophic factors (BDNF) - promoting cell survival.

Conversely, activation of extra-synaptic NMDAR's shut-o� CREB, blocked BDNF expression, caused

a loss of mitochondrial membrane potential (MMP) and consequently resulted in cell death [60, 57].

Extrasynaptic NMDARs are activated from glutamate spillover due to high frequency synaptic

activity that saturates the glutamate uptake mechanisms within the synaptic cleft [61]. Extrasynaptic

NMDARs are also strongly stimulated by increased extracellular glutamate due to neuronal injury,

such as in the excitotoxic environment in the acute phase of stroke[22].

NMDARs are heterotetramer structures assembled from combinations of six possible sub-units:

GluN1, GluN2A-D and GluN3A-B. They contain a necessary GluN1, as the receptor for co-agonist

binding of glycine (or D-Serine), combined with GluN2 & GluN3 subunits, containing the glutamate

binding site [62, 63]. The sub-unit compositions change the electrophysiological properties as well

as the intracellular signalling pathways associated with the receptor [63, 62]. The most common

subunit compositions are a GluN1 dimer with a GluN2A or GluN2B dimer [59], but the composition

of subunits varies greatly in di�erent regions of the brain and changes over developmental age [62, 64].

The subunit hypothesis suggests that activation of GluN2B-containing NMDARs leads to excitotoxic

cell death whereas activation of GluN2A-containing NMDARs promotes cell survival [65]. Each
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Figure 1.7: Two competing theories of excitotoxicity argue that the location of the receptor outside

of the synapse or the presence of the NR2B subunit is the culprit in excitotoxicity. Inset: the toxicity

of the NR2B subunit is associated with signalling proteins linked to its intracellular C-terminal

domain including nNOS and DAPK among others (Created with BioRender.com).

GluN2 sub-unit expresses an unique intracellular CTD. As mentioned in the previous section these

CTD's contain signalling proteins that are preferentially activated by Ca2+�ux through the receptor.

It is believed the di�erent signalling pathways that are activated on each of the sub-unit CTD's

contribute to the either neuroprotective or neurotoxic e�ect [66].

Liu et al. [65] found blocking NR2B-containing receptors prevented apoptosis, but blocking NR2A-

containing receptors increased apoptosis in-vitro. Genetic deletion of NR2A had no e�ect on

excitotoxic cell death, but deletion of NR2B signi�cantly decreased apoptosis [65]. There remained

a small amount of cell death signifying additional contribution from non-NR2B pathways. The

group also showed that NR2B sub-units facilitated excitotoxic cell death, whether at synaptic or

extra-synaptic locations [65].

The most compelling evidence for the sub-unit hypothesis is from experiments by Martel et al.

[66], who genetically replaced the CTD of NR2B subunits with that of NR2A subunits and showed

that the cell death at lower glutamate concentrations was signi�cantly reduced. At high glutamate

concentrations, however, neurons containing either CTD were equally susceptible to cell death,

presumably due to toxicity of intracellular Ca2+dependant pathways.

12



These two hypotheses are weakly linked, but still disputed, by evidence that GluN2B-containing

receptors are primarily found at extrasynaptic sites whereas GluN2A subunits are more prevalent in

synaptic receptors [65, 67, 62, 61]. The sub-unit compositions and locations vary greatly with age

[64], which may explain some of the contradictory evidence [68, 69].

1.4.2 Amyloid-Beta

The presence of Aβ in regions of SND [16, 14] raises the question as to whether it has a causal

relationship to SND, contributes to SND or is a consequence of other processes. Forms of Aβ are

known to be neurotoxic [70] and have been implicated as the major cause of neuronal degeneration

in Alzheimer's disease [70, 71].

Amyloid-β is a polypeptide derived from the amyloid precursor protein (APP), a transmembrane

protein concentrated in the synapses of neurons. It is produced through a particular succession of

proteolytic cleavages; �rst β-secretase of APP followed by γ-secretase [72]. The functions of Aβ

have yet to be fully elucidated, but the complete removal of Aβ results in neuron-speci�c cell death

indicating it plays an essential role in normal physiology [71].

The neurotoxicity of Aβ has been known for decades [70]. A complete understanding of the processes

involved are unknown but it is believed that oligomerisation of Aβ monomers leads it to have toxic

e�ects, by building up to form insoluble plaques. Recent evidence suggests that the intermediary

soluble oligomers may also exhibit toxic properties [73, 16]. The `Amyloid Cascade' is a leading

hypothesis for the sequence of events leading to Aβ-induced neurodegeneration in Alzheimer's disease

[74]. It starts with the increased production and accumulation of Aβ that oligomerise and deposit

plaques on to synapses. This causes a progressive injury to the neuron via altered ionic homeostasis

and oxidative injury as well as an in�ammatory response which releases further neurotoxic cytokines.

Eventually this leads to widespread neuronal dysfunction and cell death [74].

In Alzheimer's Disease, the increase in Aβ production is believed to be due to genetic mutation,

however in the case of SND it is plausible that it can be caused by pathological activity. Aβ levels

are managed by Aβ-degrading enzymes (reviewed in [75]) that maintain healthy concentrations.

Depending on the exact amino-acid location of cleavage, Aβ is formed into di�erent lengths of

residues (36-43 amino acids in length), that are associated with di�erent propensities to oligomerise

and therefore varied toxicities. The most common form produced is Aβ(1-40), but Aβ(1-42) is of

importance due to its inherent disposition to oligomerise and form neurotoxic plaques [73].

The production of Aβ has been shown to correlate with neuronal activity [72, 76, 77]. NMDAR

activation and the subsequent Ca2+in�ux [78] has been shown to promote β-secretase cleavage over

α-cleavage thus leading to increased Aβ levels [78].
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If pathological activity develops in the thalamus due to network dysfunction triggered by stroke,

it is therefore possible to produce higher levels of Aβ. Further evidence shows the presence of

Aβ plaques correlate with high activity regions within the brain [79, 76] and that patients with

neurological disorders such as epilepsy, with elevated neuronal activity, are likely to develop Aβ

plaques and the onset of Alzheimer's disease at an earlier age [80].

Aβ oligomers have been shown to inhibit synaptic transmission [81]. It is hypothesised Aβ regulates

the excitability of a neuron and thus prevents excitotoxicity by providing a negative feedback

response [72, 71, 82]. However, higher levels of Aβ production increase the probability of Aβ(1-42)

and the formation of neurotoxic plaques and �brils. It has been suggested that neurons could lose

sensitivity to Aβ-induced synaptic depression resulting in a pathogenic state [72].

1.4.2.1 Aβ linked to Glutamate Toxicity

Compounding the problem, are suggestions that Aβ may increase the e�ects of glutamate toxicity.

Studies suggest that synthetic Aβ can leave neurons more susceptible to glutamate toxicity by

reducing Ca2+extrusion potential [48] or inducing hyperexcitability [83].

Aβ has been found to modulate ion channels [84, 82], with evidence of un-aggregated Aβ increasing

Ca2+in�uxes and aggregated Aβ decreasing calcium currents [84], possibly re�ecting a progression

of the pathology. Further studies review links between neuronal hyperactivity, Aβ and the onset of

Alzheimer's disease [85, 83].

Finally there is evidence that the accumulation of Aβ can form membrane pores permeable to

Ca2+and increase calcium in�ux and intracellular stress [48].

1.4.3 Excitotoxicity and Stroke

Excitotoxicity plays a role in the ischaemic cascade associated with stroke [86, 87, 22] and the

progressive cell death expanding into the penumbra [88].

The primary energy source for intracellular processes is ATP, which is produced through cellular

respiration and the oxidation of glucose. There are no long-term stores of ATP in the brain, so under

ischaemic conditions local ATP is depleted within minutes [87]. Depletion of energy stores results

in the failure of ATP-dependent ion pumps and the loss o� ionic homeostasis. Glutamate release

from neurons is regulated by intracellular calcium signalling and the loss of ionic gradient results in

release of neurotransmitter into extracellular space [89]. This triggers excitotoxicity, further loss of

calcium homeostasis [90] and spreading toxic conditions into the penumbra. This ionic imbalance is

associated with the phenomenon of cortical spreading depression [91].
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1.4.4 Excitotoxicity and Neurodegeneration

It is hypothesised that the thalamus develops pathological activity following stroke which drives an

excitotoxic insult leading to SND [20, 14]. A comparison can be made to patients that su�er from

epilepsy and seizures, where regions of the brain experience sustained periods of hyperactive �ring.

It has been shown that induced cortical seizures can produce neurodegeneration in neighbouring

cortical areas and also the thalamus [92]. Collins et al. [92] reviewed a number of other cases where

focal epilepsy is found to cause distant lesions and believe it to be caused by excitotoxicity through

glutamatergic corticothalamic projections. Further studies have linked epilepsy to neurodegeneration

and found relief by blocking NMDAR's [47]. Ross et al. [20] demonstrated that the pathology of

SND could be replicated by Kainic Acid (KA; an additional mediator of Ca2+excitotoxicity) injection

into cortex instead of a stroke, although this slightly delayed the temporal progression.

Glutamate toxicity has been implicated in other neurodegenerative conditions including Alzheimer's

disease, amyotrophic lateral sclerosis (ALS), Huntington's disease and Parkinson's disease (PD)

[93, 47, 94, 22, 41]. It is suggested that the initial loss of dopaminergic neurons in PD, results in

the disinhibition of the subthalamic nucleus (STN) that accelerates the death of neurons in the

substantia nigra (SN) via excitotoxicity [95, 96]. Parkinsonian patients show increased glutamate

concentrations in blood plasma suggesting there is increased excitatory transmission [96] which has

been con�rmed speci�cally in the rodent SN [97]. Vucic et al. [98] suggest cortical hyperexcitability

mediates pathogenesis of ALS and subsequent excitotoxic neurodegeneration, with similar e�ects for

Alzheimer's and Parkinson's diseases.

1.5 Pathological Activity

Stroke results in death and de-a�erentation of local neuronal populations that can have a large

impact on the dynamics of brain activity. There exists a �ne balance of excitatory and inhibitory

in�uences on each neuron and populations thereof [99]. When neurons die from stroke, balance is lost

and disturbances in neuronal activity can propagate through a vast network [100, 101]. Particular

alterations in activity, here referred to as pathological activity, are one postulate for the link between

stroke and SND that connects the infarction to neurodegeneration in polysynaptic regions.

"Diaschisis" is a term often used to describe the e�ects of focal lesions on distant brain activity

[102, 103], relating the injury to functional de�cits and neurological disorders [103, 104]. Previous

studies have reported functional de�cits and network reorganisation resulting from stroke [99, 105]

and the occurrence of pathological activity in the form of epileptic seizures [106, 107, 108].
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Interestingly, when focusing on activity within the thalamus, cortical lesions have been found to have

varying e�ects. Nguyen et al. [109] reviewed decreased thalamic metabolism and hypo-activity in

conjunction with thalamic atrophy. While Paz et al. [106] recorded increased activity and bursting

behaviour within the VPL. Additionally, it has been well studied that cortical excitability is increased

for days to months after stroke [110, 111, 112] .

The particular pathology of thalamic hyperexcitability is of great interest as it may generate excitotoxic

processes that contribute to SND. A number of hypotheses can be formed using a network model to

explain the generation of this activity:

� De-a�erentation of cortical projections to the inhibitory thalamic reticular nucleus, resulting

in dis-inhibition of thalamus [113, 106, 114].

� Loss of direct cortical excitation to the thalamus, resulting in hyperpolarisation of the membrane

potential and increased bursting propensity [115].

� Increased cortical excitation of the thalamus via hyper-excitable peri-infarct projections [111],

due to the loss of cortical interneurons [112], or reduction in GABA-A receptor expression

[111].

The often varied e�ects of stroke on neuronal activity found in the literature is somewhat expected,

as exact lesion size, location and inter-patient anatomical variability is critical in the precise network

pathology that develops [100, 101, 116]. Further investigation is required to determine the exact

e�ects of stroke on thalamic activity in a reproducible environment and how it correlates with SND.

Exacerbating the acute phase of this problem is the brain's response to stroke; boosting plasticity

mechanisms to replace and compensate for damaged connections [28]. This process includes upregulating

excitatory NMDA receptors [117] and decreasing inhibitory GABA binding [118] and receptors [111].

This results in localised changes in activity and rewiring of networks to redistribute functions via new

pathways sometimes through sub-cortical regions including the thalamus [105, 99, 116]. Additional

surviving brain tissue and redundant pathways can be recruited [105].

The generation of pathological activity in the thalamus and possible contributions to excitotoxicity

are investigated further in the next chapter.

1.6 Other Contributions to SND

We have so far focused on excitotoxicity, but there exist a number of other factors that may contribute

to the progression of SND that are worth mentioning. In particular the roles of other glial cells,
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namely microglia and astrocytes, and the insult to the axon terminals of thalamocortical neurons

that reside within the stroke core and penumbra.

1.6.1 Microglia

Microglia are the primary immune cells of the CNS. They are constantly surveilling, by extension

and retraction of their processes, to detect and clean up damaged neurons, redundant synapses, Aβ

plaques and infection [119, 120].

Normally they play a neuroprotective role but have been considered to be involved in the development

of SND ([121, 17], reviewed in[122]). Severe microglial activation is present in the thalamus from

3 days after stroke and persists for at least 4 weeks [17]. The intensity of microglial activation

strongly correlates with neuronal loss [17], but slightly precedes neuronal death, suggesting a role of

in�ammation in the progression of SND.

Microglia have been shown to migrate to and contact preferentially with active neurons [123,

120] and are attracted to glutamate induced Ca2+signalling [124], which may be the response to

pathological conditions in the thalamus. They have been shown to regulate neuronal activity,

prevent hyperexcitability and reduce intracellular Ca2+transients and decay times [120]. Without

microglia, and their exertion of anti-excitotoxic e�ects, excitotoxic damage to the cortical penumbra

can increase the infarct size by 60% [123].

The detrimental e�ects of microglia come from their reactive form, which can trigger from changes in

extracellular K+(indicative of ruptured neurons), pro-in�ammatory cytokines or cell necrosis factors

[125]. Reactive microglia undergo functional and morphological changes including the secretion

of cytotoxic and pro-in�ammatory molecules that have neurotoxic e�ects [125, 119, 88]. Therefore

there exists a balance of neuroprotective and neurotoxic contributions, that if lost, could see microglia

contribute to the pathology of SND.

1.6.2 Astrocytes

Astrocytes are the most abundant glial cell in the CNS, and perform a variety of roles to support

neurons. As the predominant source of EAATs, astrocytic uptake of glutamate is crucial in the

prevention of excitotoxicity and the maintenance of high SNR in synapses [42]. Astrocytes convert

glutamate to glutamine (via glutamate-glutamine cycle), which is then recycled and converted back

into glutamate or GABA in presynaptic neurons. In high glutamate concentration environments,

astrocytes process additional glutamate by metabolism [126, 127, 128]. Evidence has shown that
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after ischaemia the expression of EAATs is downregulated for many days [129] [130], however some

contrary evidence exists (reviewed in [88]).

Intense astrogliosis has been observed in regions of SND [30, 16]. Similarly to microglia, reactive

astrocytes change morphology and function. In certain forms they release glutamate, upregulate

in�ammatory signalling and downregulate pro-survival pathways and can contribute to neurodegeneration

[131, 132, 133].

1.6.3 Retrograde Degeneration

Many groups have suggested that thalamic neurons undergo retrograde degeneration following

cortical stroke due to axonal damage [134, 135, 136, 137] and loss of cortical synapses [137]. This

�ts the observation that only thalamic nuclei projecting to the damaged area are harmed [137].

Kanomori et al. [138] showed retrograde degeneration of retinal ganglia cells occurred after laser

injury to their axons. The soma only started degenerating after 3 days and progressed up to 28 days,

a very similar timeline to SND. The reason for degeneration was proposed to be the deprivation of

growth factors produced at the post-synaptic target. In line with SND, it has been shown that

thalamic neurons in speci�c relay nuclei are more a�ected than those in non-speci�c nuclei that also

project to spared regions of the cortex [137, 139], perhaps due to them still receiving neurotrophic

factors from the preserved synapses.

Glutamate receptors not only exist on dendrites and soma but also exist on axons. Given the

toxic glutamate concentrations present in the cortex after stroke, TC axons could be a�icted by

direct excitotoxic insult. Hosie et al. [140] demonstrated that bath application of glutamate to

axon terminals isolated in separate wells from the soma experience excitotoxic injury. However they

showed that this damage was isolated to the axon and did not spread back to the soma.

Morales et al. [141] showed possible evidence for retrograde excitotoxicity - in which excitotoxic

insult via glutamate injection into the striatum resulted in the degeneration of thalamic projections

to the area. This was speculated to be due to insult of the axon terminals which would parallel TC

axon terminals in the cortex following ischaemic stroke. Similarly, convulsant injected into the S1

and M1 cortices resulted in the degeneration of VPL neurons in the same way as SND, but showed

a slightly slower progression [20].

Ross et. al [20] reviewed the latency of thalamic degeneration after cortical lesions in di�erent sized

mammals, and concluded that larger animals such as cats and monkeys experienced a longer delay

before degeneration. If the damage was triggered from signalling imbalance at the soma, it is not

clear why such a delay would be present, but would correspond to the time taken for retrograde
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degeneration to reach the soma. One possible explanation could be that the signalling imbalance

may not arise until complete corticothalamic degeneration, which similarly, would be proportional

to axon length [142] and thus longer in larger species.

Iizuka et al. [137] and Kataoka et al. [134] showed that the terminal degeneration of CT neurons

occurred on days 1-3 post-injury. The degeneration of TC neurons begins at this time and progresses

to become signi�cant by day 7 [137, 134, 17]. This raises an additional hypothesis that there is an

acute excitotoxic insult, outside of pathological network activity, due to the delayed degeneration of

CT terminals that releases glutamate into the thalamic extracellular space [143, 20].

Further evidence against a purely retrograde injury is the fact that the TRN and SN can also be

a�ected by SND [143], and these regions do not project to the damaged region of the cortex nor

are they supplied by the occluded cerebral artery. Interestingly, the TRN is una�ected by small PT

infarcts as the VB complex of thalamus is, but rather degeneration is apparent after MCAO which

a�ects a larger cortical area [143]. The CT projections directly to TRN are known to degenerate

and there is also evidence of terminal degeneration in the SN and other trans-callosal locations [134].

This gives further evidence to the theory of delayed glutamate release from degenerating projections.

TRN neurons contain parvalbumin, a calcium binding protein, which has been shown to be protective

against excitotoxicity [144]. This may give an additional bu�er against small excitotoxic insults from

photothrombotic (PT) stroke but still succumbs when there is total de-e�erentation due to MCAO.

The particular susceptibility of thalamocortical neurons is likely due to its reciprocal connection

with infarct and receiving both axonal injury and excitotoxic insult to the soma. Other regions

with projections to the infarct zone or receiving projections from the injured area are often spared

[137, 134].

In summary, there a range of plausible mechanisms that could account for the degeneration of

thalamocortical neurons outside of the hypothesised development of pathological activity and network

dysfunction. The injury to thalamocortical axons from the stroke infarct or through excitotoxicity in

the penumbra could alone trigger the retrograde degeneration of thalamocortical neurons along with

the deprivation neurotrophic factors from lost thalamocortical synapses. An additional explanation

is the acute release of glutamate from degenerating corticothalamic neurons creating a chronic,

excitotoxic environment in thalamus thus leading to a delayed cell death.

1.7 Treatments

This section explores successful treatments used to either speci�cally target SND or more generally

to protect against excitotoxicity in other applications. We also explore the current uses and success
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of deep brain stimulation (DBS) and alternative stimulation methods.

1.7.1 Treatments for SND

A number of treatments have been shown to reduce the severity of thalamic SND after cortical insult

and are summarised in Table 1.1.

It is important to note that most of these treatments were administered in the sub-acute phase of

stroke and in some instances reduced the infarct size (e.g [145, 146, 147]). Given that the infarct

size is related to the extent of SND it should not be ruled out that these treatments acted at the

cortical site and by reducing cortical damage were able to rescue thalamic neurons.

It is also worth noting the timing of these successful treatments, with all but Polentes et al. [147]

preceding neuronal loss in thalamus. Similar to Xing et al. [148], Anttila et al. [149] tested

the administration of neurotrophic factors but not until 7 days post-stroke and found it did not

prevent neuronal loss like in Xing et al. [148], however was still e�ective in promoting functional

recovery. The di�erence in delivery method may also be responsible for di�erent results between the

investigations.
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Table 1.1: Current treatments used for Secondary Neurodegeneration

Species Stroke Model Treatment Mechanism Outcome Author

Mouse PT

Low-Oxygen Post Conditioning,

11% Oxygen for 8h/day,

Days 2-14 post-stroke.

Anti-excitotoxic,

Reduced PSD-95 and binding of NR2B.

Reduced Neuronal Loss,

Reduced Microglia Activation.
Pietrogrande et al. 2019 [23]

Rat MCAO

B3C - bis(propyl)-cognitin,

0.5,1.0 mg/kg i.p. daily,

Days 1-14 post-stroke.

Cathepsin-B inhibitor,

(Also an NMDAR antagonist).

Reduced Neuronal Loss,

Reduced Gliosis,

Reduced Aβ deposits,

Improved neurological function.

Zuo et al. 2020 [145]

Rat MCAO

Memantine,

20 mg/kg i.p. daily,

Days 1-8 post-stroke.

NMDAR antagonist.

Reduced Neuronal Loss,

Reduced Gliosis,

Reduced tau deposits,

Reduced sensory Decline.

Liang et al. 2020 [150]

Mouse dMCAO

Dihydrocapsaicin (DHC),

8 hrs infusion,

Started 3hrs post-stroke.

Pharmacological Hypothermia.

Reduced Neuronal Loss,

Reduced Astrogliosis,

Improved Neurological Function.

Cao et al. 2017 [146]

Rat MCAO

Netrin-1,

600 ng daily intracerebral infusion,

Days 1-8 post-stroke.

Pro-angiogenic
Improved BBB,

Improved Neurological Function.
Yu et al. 2017 [151]

Rat MCAO

Ebselen,

30mg/kg daily Gastric Gavage,

Days 1-14 post-stroke.

Antioxidant.
Reduced Neuronal Loss,

Reduced Gliosis.
Li et al. 2015 [152]

Rat MCAO

Bepridil,

50mg/kg p.o. daily,

Days 2-24 post-stroke.

Ca2+Channel Blocker,

APP-Cleavage Inhibitor.

Reduced Aβ accumulation,

Reduced Ca2+accumulation,

Improved Functional Recovery.

Sarajarvi et al. 2012 [153]

Mouse PT

Bepridil,

50mg/kg p.o. daily,

Days 2-24 post-stroke.

Ca2+Channel Blocker,

APP-Cleavage Inhibitor.

Reduced Aβ accumulation,

Reduced Ca2+accumulation.
Lipsanen et al. 2013 [154]
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Rat MCAO

DAPT,

50mg/kg p.o.,

3 days post-stroke.

Ca2+Channel Blocker,

APP-Cleavage Inhibitor.

Reduced Aβ accumulation,

Reduced Neuronal Loss,

Reduced Gliosis,

Improved Sensory Function.

Zhang et al. 2011 [155]

Rat MCAO

3-MA,

Intraventricular Injection,

1 day post-stroke.

Autophagy Inhibitor.
Reduced Aβ accumulation,

Reduced Neuronal Loss.
Zhang et al. 2012 [156]

Rat MCAO

Cerebrolysin,

5 ml/kg i.p. daily,

Days 1-13 post-stroke.

Neurotrophic Factors.

Reduced Aβ accumulation,

Reduced Neuronal Loss,

Reduced Astrogliosis,

Improved Sensory Function.

Xing et al. 2014 [148]

Rat MCAO
Stem Cell Transplant (hiPSC's),

1 week post-stroke.

Trophic E�ects

Reconstruction.

Reduced Atrophy,

Reduced Astrogliosis,

Improved Functional Recovery.

*Note: SND assessed in SNr

Polentes et al. 2012 [147]
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1.7.2 Treatments for Excitotoxicity

A number of the e�ective treatment methods in the previous section target the excitotoxic insult

to the thalamus during SND. Therefore it is worthy to explore treatment methods used against

excitotoxicity in other contexts.

Numerous studies have used NMDAR antagonists in vitro to prevent neuronal death [44, 157].

However in vivo experiments and clinical trials using NMDAR antagonists have failed and it is

speculated to be due to the essential roles of NMDARs (reviewed in [158, 159, 160]). The activation

of NMDA receptors is known to play an important role in mediating synaptic plasticity [161]

and therefore inhibiting NMDA could have negative consequences for learning, memory and other

pro-survival signalling pathways [161, 94, 162, 58].

Memantine is an approved treatment used for excitotoxicity in Alzheimer's disease [163]. It is also

an NMDAR antagonist but its success is believed to be due to its low binding a�nity (reviewed

in [160]). Ifenprodil, a speci�c NR2B-containing NMDAR antagonist, has also shown some success

[164].

A current trend of treatments is to reduce extracellular glutamate concentrations by upregulating

EAATs. Lewerenz et al. [41] reviewed successful trials for a number of neurodegenerative diseases

in particular the prominence in ALS treatment.

Huang et al. [165] utilised laser therapy as neuroprotection against excitotoxicity. Cytochrome

c oxidase is a mitochondrial transmembrane protein that absorbs photons to increase electron

transport in the respiratory chain therefore increasing ATP production and maintaining the mitochondrial

membrane potential and preventing a number of the before-mentioned apoptotic pathways.

Almeida et al. [166], showed the neuroprotective e�ects of BDNF against glutamate excitotoxicity.

Goldshmit et al. [167] treated mice with blood glutamate scavengers to reduce glutamate concentrations

in the cerebrospinal �uid. After spinal cord injury the treated mice showed greater protection to

excitotoxicity resulting in reduced cell loss and in�ammation as well as promotion of recovery. Blood

glutamate scavengers have also successfully been used by Nagy et al. [168] to reduce excitotoxicity

and thus the infarct size in a PT stroke model.

Rodriguez et al. [169] reviewed the use of hormones, including Prolactin and progesterone, to prevent

glutamate and KA excitotoxicity in the hippocampus.

A number of genetic knock-out models in animal studies have also shown e�cacy, but can not readily

be converted to clinical studies. These include disruption of the nNOS-PSD95 binding [170, 171],

overexpression of EAATs and Glutamate dehydrogenase [172] and knock-out of tau expression [173].
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1.7.3 Deep Brain Stimulation

Deep brain stimulation is a method of delivering an electrical stimulation to targeted areas of the

brain via surgically implanted electrodes [174], such as shown in Figure 1.8. Electric stimulation

has been used to treat neurological disorders for many years 1 with particular success in recent

decades for Parkinson's disease and Essential Tremor. Deep Brain Stimulation has replaced the

rather archaic method of surgical lesioning, e.g thalatomies and pallidotomies, [174, 175, 176] as it

provides a means of reversibility and adaptability to the patients response.

Figure 1.8: Depiction of a DBS probe implanted in the human brain. By delivering electrical

impulses to target brain structures neuronal activity in these areas can be modulated to suppress

symptoms of neurological disorders (Created with BioRender.com).

Electrodes are implanted using stereotactic procedures into the target region of the brain. The

coordinates are individualised using MRI or CT scans to account for inter-patient discrepancies and

often inserted in conjunction with microelectrodes to optimise the placement in the region of interest

[174, 177]. Further post-operative imaging is used to con�rm the location of the probe[177, 174].

1.7.3.1 Current DBS Applications

Recent decades have seen DBS gain popularity as treatment option for a range of neurodegenerative

diseases, movement disorders and psychiatric illnesses (reviews in [178, 174, 175, 177, 179]), often

when traditional pharmacological treatments prove ine�ective. Some examples are listed below:

� Suppressing symptoms of Parkinson's disease and Essential Tremor [180, 176, 181, 182, 183].

� Treatment of Epilepsy [184, 185].

1Interestingly dating back over 2 millennia when electric rays were used to 'treat' headaches [174, 175]
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� Improve cognitive function and slow the progression in Alzheimer's disease [186, 187, 188].

� Alleviate symptoms of depression [189, 190].

� Treatment of psychological conditions including Schizophrenia [191], Tourette syndrome [192,

193, 194], obsessive compulsive disorder [195] and neuropathic pain [196] .

Of particular interest, DBS has been used in stroke patients to suppress symptoms of post-stroke

pain [197] (and reviewed in [198]). In animal studies of stroke DBS has promoted neurogenesis and

motor recovery [199, 200] and restored synaptic function and memory [201].

1.7.3.2 Mechanism of Action

Deep Brain Stimulation directly modulates a neuron's membrane potential and therefore the response

of voltage-gated ion channels. The resultant ion �ux can trigger action potentials within target

neurons. Axons have much lower activation thresholds than the soma and are therefore preferentially

stimulated by DBS [202] creating both antidromic2 and orthodromic3 signals from the stimulated

node. The production of an action potential requires a voltage gradient parallel to the axon [202]

and activation depends on intrinsic properties of the cell including types of ion channels, diameter

and also the orientation and distance between the neuron and probe.

There are a number of theories of how DBS achieves clinical bene�ts. The primary aim of DBS

is to stabilise pathological activity created by damaged neuronal circuits. Pathologies such as

Parkinson's disease, where chronic oscillations are generated and sustained in sensorimotor loops,

require inhibition, but how this is achieved is still somewhat unknown. High frequency stimulation

(HFS - 100+ Hz) has been shown to achieve the best results while low frequency stimulation,

especially in the range of the β-Band oscillations synonymous with Parkinson's disease, seems to

have an additive a�ect and increase symptom severity [182, 175].

`Informational Lesioning' is a leading theory of disrupting the transmission of pathological

activity. The CNS facilitates a complex communication framework that encodes messages between

populations of neurons at characteristic frequencies. This results in a system of local and long range

oscillator circuits that are highly dependent on temporal correlation of signals. Information lesioning

introduces high frequency, repetitive stimulation to these circuits de-synchronising information �ow

[203, 204].

In cases such as Parkinson's disease where pathological oscillations occur in the β-frequency range

that includes the processing of sensorimotor functions, thus believed to be the link to generate
2Propagating towards the soma
3Propagating away from the soma (normal direction)
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tremor, the oscillations are shifted or entrained to higher frequencies [203, 204, 176] where they are

believed to have no undesirable e�ects.

Antidromic Blockade is a theory by which high-frequency stimulation can preferentially block

the transmission of action potentials through slow conducting �bres. Deep Brain Stimulation can

evoke action potentials that travel in the reverse direction (i.e. antidromic) that collide with and

cancel orthodromic, somatodendritic generated action potentials[205].

Direct inhibition via `Depolarisation Block' or `Stimulation Block' is a theory consolidating

evidence of decreased �ring rates around the site of HFS. It was believed that DBS only had a

direct e�ect in stimulating a neuron to produce an action potential, but possible mechanisms exist

to directly inhibit a neuron from �ring.

Shin et al. [206] suggests that HFS-induced accumulation of extracellular K+concentrations from

repetitive depolarisation create the e�ects of inhibition. However no evidence was found of inhibition

during the application of HFS [206]; perhaps the high extracellular K+increased the activation

threshold that normal excitation levels could not overcome but DBS could. This theory aligns with

the slow recovery of �ring rates after DBS has ceased [203].

Others suggest that HFS modulates the gating of VGIC's in a way that prevents action potential

initiation by inactivating Na+channels and increasing K+channel �ow [204]. Beurrier et al. [207]

report that STN HFS creates a blockade of speci�c VGIC's (persistent Na+and L- and T-type Ca2+),

at higher frequencies of 166 Hz with no e�ect at 100 Hz. Firing was still able to be evoked during this

period but the threshold was much greater and the inhibition lasted minutes after stimulation had

stopped [207]. Ultra-high frequency stimulation (kHz+) has been used to create ionic channel blocks

in peripheral nerve �bres, it is believed a constant activation of K+channels or constant inactivation

of Na+channels prevent action potential initiation [208].

Indirect Inhibition is a method to inhibit a target area by stimulating at a secondary site. Deep

Brain Stimulation can be used to activate populations of GABA-ergic neurons that project to the

desired location and produce an inhibitory e�ect [203, 204].

1.7.3.3 Neuroprotection

There is evidence that DBS can induce a neuroprotective e�ect. Some suggest this is due to the

cessation of pathological activity and in particular the prevention of glutamate excitotoxicity [209,

210, 95] while an alternative hypothesis is the stimulation-evoked increase in neurotrophic factors

(BDNF) [211, 212].
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Deep Brain Stimulation is currently considered foremost as a symptomatic treatment rather than

for long-term prevention of degenerative disease [179]. Some evidence shows HFS of STN can

rescue dopaminergic neurons of the SN in animal models induced with Parkinsonian symptoms

[209]. However neuroprotective e�ects in clinical studies have not been concluded or found signi�cant

(reviewed in [176, 213, 204]). Instances of increased longevity of DBS patients could be attributed

to improved quality of life and living conditions [204].

Lower frequencies of DBS (5-20Hz) could be used to restore healthy levels of activity to inactive

regions undergoing neurodegeneration via neuroprotective mechanisms mentioned above. Low frequency

stimulation has been applied non-speci�cally to optical nerves and photoreceptors of eyes undergoing

retinis pigmentosa and macular degeneration with promising results [214, 215, 216, 217, 218].

It seems paradoxical to claim that applying DBS to a target region can reduce the e�ects of

excitotoxicity, unless committed to the direct or indirect inhibition hypotheses. Therefore further

investigation is needed and target regions carefully assessed for their vulnerability.

1.7.3.4 Side E�ects - Surgery

Deep Brain Stimulation requires an invasive procedure but provides an advantage over non-invasive

stimulation methods, such as transcranial magnetic and electrical stimulation, to speci�cally target

sub-cortical regions including the thalamus. Implantation of electrodes into the brain risks the

possibility of infection or haemorrhaging during insertion or movements of the brain thereafter

[174, 176]. Adverse e�ects can include hematomas, cerebral contusions, neurological de�cits and

psychiatric conditions [219].

1.7.3.5 Side E�ects - Stimulation

Current DBS methods do not have precise spatial control and the generated electric �eld can

propagate to regions adjacent to the target. This 'spillage' can induce harmful symptoms depending

on the structures a�ected. Stimulation can cause both permanent and transient cognitive, psychiatric

and functional disorders [176, 177, 174] that can often be managed by stimulation parameter

adjustments at the expense of treatment e�cacy.

These problems are being addressed in ongoing work on new probe designs and �eld steering that

provides a method for both non-invasive targeting of deep brain structures [220] and optimisation

of target coverage to minimise spillage [221, 222].
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1.7.4 Closed-Loop DBS

We considered the use of a closed-loop DBS system but did not pursue this direction, for further

background information see Appendix A.5.

1.7.5 Alternative Stimulation Methods

Alternate methods of modulating neuronal activity include:

� Optogenetics: Genetically mutating neuron ion channels via viral injection to make them

responsive to stimulation or inhibition by particular frequencies of light. Has been utilised

in animal models post-stroke to suppress epileptic activity [106], and promote recovery of

thalamocortical circuits and motor function [223, 224]

� Transcranial magnetic stimulation: Magnetic coils placed on the scalp used to induce electrical

currents within the brain. Has been shown to improve functional recovery and enhance

neurogenesis in animal models of stroke [225, 226, 227].

� Transcranial electrical stimulation: Stimulation applied through electrodes placed on the scalp.

Has shown to improve stroke recovery in human [228] and animal studies [229, 227].

Both transcranial stimulation methods have had varying success in treatment of stroke patients (see

[230, 231, 232, 188, 233, 234, 235]).

Each of the non-invasive methods have some distinct advantages over DBS. Transcranial magnetic

and electrical stimulation are a preferred treatment method for a range of clinical treatments due to

the non-invasive nature and ease to set up. However they have a limited ability to target subcortical

regions such as the thalamus. Optogenetics can provide a direct and controlled inhibition of a target

area but increases complexity of setup and is less clinically-adaptable than DBS.

Ultrasound stimulation is a promising new method of non-invasive brain stimulation that o�ers both

high spatial resolution and the ability to target deeper brain regions [236, 237], including speci�cally

the VPL [238]. Transcranial ultrasound stimulation has been used to promote recovery after stroke

[239] and used in a closed-loop system to suppress seizures [240, 241].

An additional promising non-pharmacological approach is near infrared radiation (NIR) to trigger

neuroprotective pathways. It has been shown to prevent mitochondrial dysfunction linked to apoptosis

by rescuing mitochondrial membrane potential and ATP production [242, 243, 244], reduce binding of

Aβ to synaptosomes [242], reduce Aβ plaques and tangles [244] and reduce the e�ects of excitotoxicity

[165].
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Alternatively, natural stimulation via peripheral sensory pathways would o�er the best translation

to clinical practice. It is widely known that exercise [245, 246, 247] and sensory interaction with the

environment [248] are e�ective promoters of stroke recovery, due to among factors the activity-dependent

increase in neurotrophic factors [249]. This e�ect could be enhanced by peripheral stimulation devices

[250], especially in the context of SND a�ecting the somatosensory pathway. Of interest it has been

shown that visual [251, 252] and audio stimulation [253] reproduce the bene�ts of direct 40 Hz

stimulation in reducing Aβ accumulation, even reaching brain regions outside of the speci�c sensory

path. This may o�er a way of translating the bene�ts of 40Hz stimulation in rodent models of stroke

recovery [254] to clinical practice.
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1.8 Summary

Secondary neurodegeneration is a clear problem given the prevalence of stroke in the community,

which will continue to grow with an ageing population [7]. It warrants additional research to discover

causes and develop treatments that prevent further decline of patients and promote functional

recovery and quality of life.

A clear, single mechanism of SND has not been elucidated and it is more likely a multi-factorial

process resulting from compounding insults. There is an acute glutamate release due to injury of

corticothalamic neurons, possible chronic glutamate release due to network imbalance and impaired

glutamate clearance all contributing to an excitotoxic environment. Furthermore, injury of TC

axons, within the infarct and penumbra, and deprivation of NTFs from their cortical synapses will

place additional stress on the neurons as would any cytotoxic factors released with the in�ammatory

response and the accumulation of Aβ.

The treatment methods used in the current literature have been reviewed, and there is a clear

opportunity to investigate the bene�ts of DBS given its growing success in the treatment of other

neurological conditions.

The next chapter will investigate, using computational models, the possible development of pathological

activity in the thalamus following stroke and how it may contribute to excitotoxic insult.
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Chapter 2

The E�ect of Stroke on the

Thalamocortical Network

A leading hypothesis for SND is the development of pathological activity in the thalamus as a

consequence of stroke. This chapter will explore the possible impacts of stroke on thalamic activity

using computational models and compare them to recording results from the literature. Finally,

possible links between pathological thalamic activity and excitotoxicity are explored.

2.1 Introduction

The thalamus and cortex are tightly linked with reciprocal direct and indirect connections that

play a key role in modulating sensory input. Once thought of as a simple relay station, the complex

circuitry in thalamocortical networks allows signi�cant processing of information within the thalamus

[29]. In this chapter we focus speci�cally on the network associated with the sensory transmission

that is a�icted by SND after stroke to the sensorimotor cortex. These sensory nuclei are referred

to as '�rst-order' relays, that receive their primary inputs from the peripheral nervous system and

project them to the sensory cortex [255]. Additionally, there exists 'higher-order' relay nuclei whose

inputs and outputs are within the cortex and provide control and processing of information �ow

between cortical regions[255]. Altogether the thalamus has a signi�cant role in sensory processing,

cognitive function and behavioural states.

Thalamocortical neurons are known to operate in two distinct modes, consisting of tonic �ring or

bursting [35, 256, 257]. While the membrane potential is maintained around -60mV, thalamocortical
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neurons �re in a tonic mode where there is a close to linear relationship between input signal and

output [35]. When TC neurons are hyperpolarised, their T-Type Ca2+channels become de-inactivated

and respond to depolarising inputs or re-polarisation with bursts of action potentials [256, 257]. Tonic

and bursting modes are respectively associated with awake and sleep states.

A number of in-silico models developed over the years have been used to represent aspects of

thalamocortical networks. The scale and detail of these models vary dramatically, from population

�ring-rate based models and neural mass models [258, 259, 260], to spiking and IFB neuron models

[261, 262, 263, 114, 264] to Hodgkin-Huxley style models incorporating individual ionic channels

[265, 266, 267] and realistic morphologies with multiple cellular compartments [268, 269, 270, 271,

272, 273].

A small number of works have looked at the e�ect of a cortical lesion on thalamic activity. In

particular, Proske et al. [263] and Wijngaarden et al. [114] used a hybrid model of spiking neurons

with T-Type channels to explore the e�ects of stroke. They replicated bursting behaviour in the

non-speci�c relay neurons of the thalamus that may be associated with thalamocortical dysrhythmia

observed in stroke patients [114]. Interestingly though, the model showed no change in behaviour

of speci�c relay neurons such as those comprising the VPL. Destexhe [270] modelled the impact of

corticothalamic projections on activity of thalamic neurons and showed how decortication was able

to recreate the desynchronisation of thalamic-generated spindles in a cat.

None of these works have reproduced some of the observed e�ects of stroke, namely bursting in the

VPL to sensory input or increased spontaneous activity. Nor have they related them to a possible

excitotoxic insult and the progression of SND. In this chapter we use a minimal HH-style model to

incorporate key ion channels capturing the bursting behaviour of TC neurons.

2.2 Thalamocortical Network Model

The thalamocortical network used in this chapter is based on single compartment models of thalamocortical

(TC), thalamoreticular (TRN) and corticothalamic (CT) neurons representing the primary somatosensory

network. Thalamocortical neurons project to layer IV in the respective region of the somatosensory

cortex but also directly synapse to layer VI neurons [37]. The CT neurons represent the projections

from layer VI that are reciprocally connected to TC neurons and also project collaterals to the

TRN. The TRN neurons only connect to TC neurons. All TC and CT neurons are excitatory, i.e.

using glutamate as the neurotransmitter, while TRN neurons are inhibitory and release GABA.

The simpli�ed network model is depicted in Figure 2.1, showing the impact of stroke on network

connectivity and the progression to SND.
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(a) Healthy (b) After Stroke (c) Progression of SND

Figure 2.1: Simple network diagram showing the e�ect of stroke on thalamocortical network

connections. The immediate e�ect of stroke is the loss of cortical neurons and degeneration of

corticothalamic �bres. In the weeks after stroke, thalamocortical axons experience retrograde

degeneration followed by their death.

2.2.1 Model Description

Intrinsic parameters for each population of neurons are taken from previous works that derived

them from in-vitro experiments. Synaptic parameters are then �t to reproduce empirical results and

behaviours observed both in-vitro and in-vivo. ([274, 115]). The backbone of this model is derived

from previous works by Destexhe et al. [265, 266] in modelling the thalamocortical network and is

detailed below.

The membrane potential, v, of each neuron is described by the equation below:

Cm
dv

dt
= −IL −

∑
Iint −

∑
Isyn (2.1)

Where Cm is the membrane capacitance, IL, represents the leakage currents, Iint the intrinsic

voltage-gated ionic channels and Isyn the synaptic receptor currents and which are outlined in the

following subsections.

2.2.1.1 Ionic Channels

All neuron types possess a general leak current, IL, while a speci�c potassium leak current,IKL
, is

also speci�ed for thalamocortical neurons.

IL = gL(v − VL) (2.2)

IKL
= gKL

(v − EK) (2.3)
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The inclusion of fast sodium, INa, and delayed recti�er potassium, IK , currents recreate the generation

of action potentials. These models were derived from hippocampal neurons [275] and modi�ed for

the behaviour of thalamocortical neurons [276, 265].

IK = gKn
4(v − EK) (2.4)

dn

dt
=
n∞ − n
τn

(2.5)

αn =
0.032(15− v∗)

exp((15− v∗)/(5))− 1
(2.6)

βn = 0.5 exp

(
10− v∗

40

)
(2.7)

τn =
1

αn + βn
(2.8)

n∞ =
αn

αn + βn
(2.9)

INa = gNam
3h(v − ENa) (2.10)

dm

dt
=
m∞ −m

τm
(2.11)

m∞ =
αm

αm + βm
(2.12)

τm =
1

αm + βm
(2.13)

αm =
0.32(13− v∗)

exp((13− v∗)/(4))− 1
(2.14)

βm = 0.28
v ∗ −40

exp((13− v∗)/4)− 1
(2.15)

dh

dt
=
h∞ − h
τh

(2.16)

h∞ =
αh

αh + βh
(2.17)

τh =
1

αh + βh
(2.18)

αh = 0.128 exp

(
17− v∗

18

)
(2.19)

βh =
4

1 + exp((40− v∗)/5)
(2.20)
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Where v∗ represents a shifted voltage for action potential threshold, which is adjusted for each

neuronal sub-type and detailed in Table 2.1.

Each neuron possesses a number of additional, unique voltage-gated channels. T-Channels on

thalamocortical neurons produce the low-threshold spikes (LTS), they are de-inactivated at hyperpolarised

membrane potentials and when repolarised can give rise to bursts of action potentials. The T-Channel

current, IT is de�ned as below [277]:

IT = gTm
2
ThT (v − ECa) (2.21)

dmT

dt
=
mT∞ −mT

τmT

(2.22)

dhT
dt

=
hT∞ − hT

τhT

(2.23)

mT∞ =
1

1 + exp(−(v + 59)/6.2)
(2.24)

hT∞ =
1

1 + exp((v + 83)/4)
(2.25)

τhT
=

exp
(
v+469
66.6

)
v < VT

exp
(
v+24
−10.5

)
+ 28 v ≥ VT

(2.26)

τmT
=

1

exp((v + 134)/− 16.7) + exp((v + 18.8)/18.2)
+ 0.612 (2.27)

Hyperpolarisation-activated cyclic nucleotide (HCN) channels exist on thalamocortical neurons and

generate a H-Current, Ih, at hyperpolarised membrane potentials. It is additionally modulated by

intracellular calcium concentration to transition to a higher conductance 'open-locked' state OL,

with model described as [265]:

Ih = ghmh(v − Vh) (2.28)

mH = O + 2OL (2.29)

s
dO

dt
= αHC +−(βH + kh3)O + kh4OL (2.30)

dOL
dt

= kh3O +−kh4OL (2.31)

dP1

dt
= −kh2P1 + (1− P1)kh1 (2.32)

αH =
H∞
τH

(2.33)
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βH =
1−H∞
τH

(2.34)

H∞ =
1

1 + exp((v + 75)/5.5)
(2.35)

τH = 20 +
1000

exp((v + 71.5)/14.2) + exp(−(v + 89)/11.6)
(2.36)

kh1 = kh2

(
[Ca]i
0.002

)4

(2.37)

kh3 = kh4
P1

0.01
(2.38)

(C +O +OL) = 1 (2.39)

A form of T-Channel also exists in reticular neurons whose current, ITs
, also gives ability to generate

LTS bursts [268]:

ITs = gTsm
2
Ts
hTs(v − ECa) (2.40)

dmTs

dt
=
mTs∞ −mTs

τmTs

(2.41)

dhTs

dt
=
hTs∞ − hTs

τhTs

(2.42)

τmTs
= 3 +

1

exp((v + 134)/− 16.7) + exp((v + 18.8)/18.2)
(2.43)

τhTs
= 85 +

1

exp((v + 25)/10) + exp(−(v + 100)/15)
(2.44)

mTs∞ =
1

1 + exp(−(v + 50)/7.4)
(2.45)

hTs∞ =
1

1 + exp((v + 78)/5)
(2.46)

Slow activating M-Channels shape the response of CT Neurons to create modes of repetitive �ring

and bursting [266]:

IM = gMmM (v − EK) (2.47)

dmM

dt
=
mM∞ −mM

τM
(2.48)

mM∞ =
1

1 + exp(−(v + 35)/10)
(2.49)

τM =
τMMax

3.3 exp((v + 35)/20) + exp(−(v + 35)/20))
(2.50)
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The models for IT , ITs & Ih were �t from in-vitro experiments performed at ≈ 24 °C (T1). The

rates are therefore adjusted for an in-vivo body temperature of 37°C (T2) using an assumed Q10

factor of 2.5:

φ = Q10
(T2−T1)/10 (2.51)

τnew = τ/φ (2.52)

The parameters of the model are detailed in Table 2.1, note that the leakage conductance and

voltage of TC neurons was adjusted to give a resting membrane potential of approximately -70mV

in line with recordings from rodents [274, 106] and prevent the generation of spontaneous oscillations.

Table 2.1: Neuron Model Parameters

Parameter Unit TC TRN Ctx Source

Surface Area µm2 29× 103 14.3× 103 29× 103 [266]

C µF/cm2 1 1 1 [265, 266]

gL mS/cm2 0.05 0.05 0.1 [265, 266]

VL mV -73 -90 -70 [265, 266]

gKL mS 4× 10−6 [265]

gNa mS/cm2 90 200 50 [265, 266]

ENa mV 50 50 50 [265, 266]

gK mS/cm2 10 20 5 [265, 266]

EK mV -100 -90 -100 [265, 266]

v∗ mV v − 25 v − 55 v − 63 [265, 266, 275]

gT mS/cm2 2 [265, 277]

VT mV -80 [265, 277]

gTs mS/cm2 0.8 [265, 268]

gh mS/cm2 0.02 [265]

Vh mV -40 [265]

kh2 ms−1 4× 10−4 [265]

kh4 ms−1 0.001 [265]

Vh mV -40 [265]

gM mS/cm2 0.07 [266]

τMMax
ms 1000 [266]

We de�ned the intra- and extracellular ionic concentrations as given in Table 2.2, and unless speci�ed

elsewhere reverse potentials for each ionic species were calculated using Equation 2.53.
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Table 2.2: Ion Concentrations of Intracellular and Extracellular Compartments

Ionic Species Intracellular [mM] Extracellular [mM]

Na+ 15 145

K+ 140 5

Cl− 5 110

Ca2+ 240× 10−6 2

Mg2+ - 2

Ex =
−RT
zxF

ln

(
[x]i
[x]e

)
(2.53)

2.2.1.2 Receptor Models

Five receptor subtypes (AMPAR, NMDAR, KAR, GABAaR and GABAbR) are considered to

simulate the synaptic connections between neurons. The following model represents the ligand-dependent

transition between closed and open states for AMPAR, NMDAR, KAR and GABAaRs [278], where

rx denote the portion of receptors in the open state.

C
α(v)
�
β(v)

O (2.54)

drx
dt

= αx[T ](1− rx)− βxrx (2.55)

Ix = gxrx(v − Ex) (2.56)

Where x ∈ {AMPAR, GABAaR, KAR} and [T ] is the neurotransmitter concentration. NMDARs

are additionally modulated by an Mg2+block at low membrane voltages and hence combined with

the above gating equation, the current is derived by:

BMg =
1

1 + exp(−0.062v)([Mg+]/3.57)
(2.57)

INMDAR = gNMDAR BMg rNMDAR (v − ENMDAR) (2.58)

Where [Mg+] is the extracellular magnesium concentration.

A di�erent kinetic model is required for GABAbRs as they are metabotropic receptors. Similarly to

above, the receptor is still triggered by GABA to give a portion of activated receptors, r. Instead

of directly conducting ion currents, it modulates the conductance of K+channels via the production
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of G-Proteins, whose concentration here is represented by the variable s. We use the model from

Destexhe et al. [278] described as:

dr

dt
= K1[GABA](1− r)−K2r (2.59)

ds

dt
= K3r −K4s (2.60)

IGABAbR = gGABAbR
s4

s4 +Kd
(V − EK) (2.61)

The opening and closing rates of lemniscal and CT synapses were derived from empirical data

presented in [274],and is described in Table 2.3. Note that βAMPAR had to be decreased from

1/5.14, to meet the rise time of non-NMDAR currents, alternatively the time-course of synaptic

glutamate could be altered. αNMDAR and αKAR were assumed to be 1/10 and 1/5 of αAMPAR.

Table 2.3: Receptor parameters for excitatory thalamic synapses.

Parameter Units ML Value CT Value

αAMPAR mM−1ms−1 1.5 0.11

βAMPAR ms−1 1/4.07 1/7

αNMDAR mM−1ms−1 0.15 0.011

βNMDAR ms−1 1/45.1 1/104.4

αKAR mM−1ms−1 - 0.022

βKAR ms−1 - 87.9

The receptor parameters for remaining synaptic connections, are detailed in Table 2.4, taken from

[278]:
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Table 2.4: Receptor parameters for all other synapses.

Parameter Units Value

EAMPAR mV 0

αAMPAR mM−1ms−1 0.94

βAMPAR ms−1 0.18

ENMDAR mV 0

αNMDAR mM−1ms−1 0.11

βNMDAR ms−1 0.0066

EGABAaR mV ECl

αGABAaR mM−1ms−1 10.5

βGABAaR ms−1 0.16

EGABAbR mV EK

K1 mM−1ms−1 0.09

K2 ms−1 0.0012

K3 ms−1 0.18

K4 mM−1ms−1 0.034

Kd mM−1ms−1 100

The concentration of neurotransmitter in the synapse after pre-synaptic �ring is modelled as an

exponential decay with a maximum concentration set to 1mM, upon presynaptic �ring, and decay

rate of τ = 2ms as observed by Clements [279].

2.2.1.3 Calcium Dynamics

A simple calcium model, from [280], is used to simulate the concentration of intracellular calcium

in a thin shell of 0.1µm depth below the neuronal membrane, with volume Vshell, as described in

Equation 2.62. A single decay model represents the di�usion of Ca2+into the remaining cytosol and

extrusion through pumps and exchangers, with τCa set to 5ms. The intracellular Ca
2+concentration

updates the reverse potential of calcium channels using Equation 2.53.

d[Ca]i
dt

=
JCa
Vshell

+ ([Ca]i(0)− [Ca]i)/τCa (2.62)

Where JCa is the net calcium �ux through calcium-permeable channels:

JCa =
−(IT + INMDAR)

zCaF
(2.63)
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2.2.1.4 Short-term Synaptic Plasticity

Synapses exhibit time-dependent responses to repetitive stimulation known as short-term synaptic

plasticity, that can enhance (synaptic facilitation) or reduce (synaptic depression) the amplitude

of successive post-synaptic currents. The primary mechanism behind synaptic facilitation is an

increased release of neurotransmitter [281]. This is promoted by rises in pre-synaptic Ca2+levels [282,

283, 281] which can be due to activation of pre-synaptic receptors by neurotransmitter spillover [284].

Synaptic depression can result from the depletion of readily-releasable neurotransmitter vesicles

[281], reduction in neurotransmitter release [284] and receptor desensitisation [285].

The presence of short-term synaptic plasticity in excitatory thalamic synapses is evident in the work

by Miyata et al. [274], where it is shown that corticothalamic synapses exhibit a clear facilitatory

response, while lemniscal synapses a depressive response, to trains of stimulation. We use a form of

synaptic plasticity model that has been previously described [286, 287]. Two variables are used at

each synapse to represent the dynamics of facilitation, F , and depression, D.

The two models mentioned, [286, 287], do not include the dynamics of neurotransmitters. They use

a single conductance parameter to describe synaptic transmission, which is scaled by the facilitation

and depression variables to determine post-synaptic current. Given the primary mechanisms of

synaptic plasticity, mentioned above, involve the pre-synaptic release of glutamate, we instead scale

the release of glutamate from pre-synaptic neurons in our model by the plasticity variables. This also

takes a conservative approach in estimating excess glutamate release in the context of excitotoxicity.

dX

dt
=

1−X
τX

(2.64)

if (Presynaptic Event) : X → pXX (2.65)

Where X ∈ {F,D}. Therefore the concentration of glutamate in the synaptic cleft, [Glu] after a

pre-synaptic action potential can be described as:

[Glu]Syn = CmaxFD exp(−t/τGlu) (2.66)

The values p and τ were estimated from the excitatory post-synaptic currents in [274] and the values

are given in Table 2.5.
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Table 2.5: Synaptic plasticity parameters for the thalamus

Parameter ML Synapse CT Synapse

pD 0.6 0.8

τD 180 ms 50 ms

pF - 2

τF - 70 ms

2.2.1.5 Tuning Thalamic Synapses

Using empirical data from a set of experiments performed by Miyata and Imoto [274] we are able to

tune the conductance of the excitatory thalamic synapses, i.e. corticothalamic and medial lemniscal,

to match that of ventrobasal thalamocortical neurons speci�c to mice. It was found that multiple

stimulations of corticothalamic �bres at 40Hz were required to reliably elicit an action potential in

TC neurons, while stimulation of the ML resulted in a burst to the �rst input but lack of response

to the later pulses at 20 Hz. The CT synapse is composed of both NMDARs, AMPARs and KARs

with peak currents through NMDARs twice that of non-NMDARs. Conversely, the ratio of NMDAR

current to non-NMDAR current in the ML synapse is roughly half. Using these pieces of information,

an estimate of the total conductance at each synapse was made to agree with the in-vitro observations

(Figures 2.2,2.3). We assume that action potentials in all cortical projections to the thalamus were

simultaneously triggered and thus the conductance of each individual synapse is equal to the total

divided by the number of cortical projections to a single TC neuron.

Table 2.6 lists the �nal excitatory post-synaptic current values compared to [274]:

Table 2.6: Summary of modelled medial lemniscal and corticothalamic synapse properties.

Property Desired Value Actual Value

Peak NMDA : non-NMDA ratio (ML) 0.6± 0.16 0.55

Peak NMDA : non-NMDA ratio (CT) 1.91± 0.31 1.94

non-NMDA rise-time (ML) 0.93± 0.25 0.96

non-NMDA rise-time (CT) 1.97± 0.61 1.94

AMPA decay constant (ML) 4.07± 2.11 4.13

AMPA decay constant (CT) 5.14± 1.29 7.00

NMDA rise-time (ML) - 3.02

NMDA rise-time (CT) - 3.63

NMDA decay constant (ML) 45.1± 4.2 45.1

NMDA decay constant (CT) 104.4± 37.8 104.4
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Figure 2.2: Simulated responses in thalamocortical neurons to ML and CT stimulation. The

synaptic conductances were tuned to �t experimental data obtained by Miyata and Imoto [274] at a

resting potential of approximately -70 mV. Multiple stimulations of CT �bres at 40Hz were required

to begin eliciting action potentials. TC neurons burst to the �rst ML stimulation but could not

follow high frequency input. The introduction of synaptic plasticity shows depression of glutamate

release from ML and facilitation from CT �bres.

2.2.1.6 Connectome

The remaining synaptic conductances and transmission delays are modi�ed from those found in the

literature. Connectivity and transmission delays are taken from [263] which represents a structure of

parallel barrelloids. TC and TRN neurons are reciprocally connected one-to-one in pairs, with eight

cortical neurons reciprocally connecting to a single TC/TRN neuron pair as shown in Figure 2.4,

with the receptors present at each synapse labelled. We assume the cortical synapse to TRN

neurons is equal to that which we tuned for TC neurons. Heterogeneity in the transmission pathway

is introduced with the addition of a random zero to two second delay derived from a uniform

distribution, U [0, 2], as described in Table 2.7.
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Figure 2.3: Simulated NMDAR and non-NMDAR post-synaptic currents in a TC neuron from a

single stimulation of ML and CT �bres at a resting potential of 40mV for NMDAR currents and -90

mV for non-NMDAR currents. The rise and decay times of currents evoked from CT stimulation are

signi�cantly slower and the peak NMDA:non-NMDA current ratio signi�cantly larger (1.94 compared

to 0.55).

44



Figure 2.4: Structure of the thalamocortical network model showing the connections between

individual neurons and the receptors located in each synapse.

Table 2.7: Network connectivity - Conductances and Delays

Connection Type
Conductance

[µS]

Delay [ms]

[263]

ML �TC
AMPAR

NMDAR

0.12

0.48
0

TC �TRN
AMPAR

NMDAR

0.2

0.05
[265] 3 + U [0, 2]

TC �CT
AMPAR

NMDAR

0.04

0.01
7 + U [0, 2]

TRN �TC
GABAaR

GABAbR

0.04

0.04
[265] 3 + U [0, 2]

CT �TC

AMPAR

KAR

NMDAR

0.0372

0.0124

1.116

7 + U [0, 2]

CT �TRN
AMPAR

NMDAR

0.0372

1.116
7 + U [0, 2]

TRN �TRN GABAaR 0.2 [265] 1 + U [0, 2]
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2.2.1.7 Cortical Input

Thalamocortical synapses make up only 5-10% of inputs to layer VI cortical neurons [29], therefore

we simulate other inputs to the corticothalamic neurons. We use a Poisson distributed spike train

of 5-15 Hz (similar to in [266]), with a 1ms refractory period to excite CT neurons. This represents

the average �ring rate and predominately un-synchronised cortical activity in the awake state.

2.2.1.8 Numerical Simulation

The model was simulated in Matlab (v2018a) with custom scripts. The system of di�erential

equations is solved using either forward Euler's method or Matlab's sti� solver ode15s with a

maximum time-step dt = 0.01ms.

2.3 E�ect of Stroke on Thalamocortical Network

2.3.1 Loss of corticothalamic excitation switches TC neurons from a tonic

�ring mode to bursting

A common theme in recordings from the thalamus after stroke is the presence of bursting and

'after-discharges' to peripheral stimulation [115, 288]. The typical bursting response of TC and

TRN neurons is largely governed by the de-inactivation of T-Type Ca2+channels at hyperpolarised

membrane potentials. Upon re-polarisation the T-Channel gives rise to a large inward Ca2+current

upon which multiple action potentials are generated.

The corticothalamic neurons originating in layer VI of the cortex have a modulatory in�uence on the

�ring mode of VPL neurons [29]. This is re�ected in Figures 2.3 and 2.2, showing the slow prolonged

time-course of post-synaptic current in the CT synapse. Persistent, sub-threshold stimulation from

CT neurons can provide enough depolarisation to prevent signi�cant de-inactivation of T-Type Ca2+

channels of TC neurons. This maintains the neurons in a tonic mode of �ring and allows a `linear'

transmission of sensory information.

This phenomena has been recorded by Hirai et al. [115] in awake rodents after cortical lesion and

is replicated in the basic TC network shown in Figure 2.5. The decrease in membrane potential of

TC neurons �ts the assumption that corticothalamic projections have a net excitatory e�ect on TC

neurons.
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Figure 2.5: Loss of tonic cortical excitation after stroke leads to the development of LTS bursts in

TC and TRN neurons in a simulated thalamocortical network (Pre-synaptic cortical �ring rate =

10 Hz).

We further explore the conditions in which bursting develops by removing the cortical connections

from the network model and replacing them with direct current injections into TC and TRN neurons

to simulate the modulatory in�uence of the cortex. The resulting response of TC and TRN under

di�erent levels of excitation is shown in Figure 2.6.
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Figure 2.6: The number of evoked action potentials to peripheral stimulation and average �ring rate

of TC and TRN neurons under di�erent levels of excitation. TC neurons can burst to peripheral input

while both under-excited or over-excited and operates in tonic mode for moderate values. Extreme

response of TC neurons occurs when signi�cantly over excited (bottom-right of (c)) or under-excited

due to tonic hyperpolarisation from active TRN neurons (top-left of (c)). TRN neurons were also

seen to burst when under-excited (bottom of (d)).

We show an important set of phenomena in Figure 2.6. Firstly, TC neurons are found to burst at

both low and high values of injected current, but for moderate values there is a 1-1 spike response,

suggestive of the tonic mode of �ring. Secondly the bursting response of TRN neurons is also lost as

excitation is increased. Extreme responses of TC neurons occur when signi�cantly over excited or

when under-excited due to hyperpolarisation from tonic activity of TRN neurons. Figure 2.7 shows

that the T-Channel current drives the bursting response of TC neurons at low resting potentials but
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are absent at depolarised states. In the latter case, bursting is generated due to increased excitation,

depolarising the neuron to being close to the activation voltage for Na+channels to generate an action

potential.
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Figure 2.7: T-Channel current drives bursting response at low-resting potentials but not

depolarised potentials. With zero injected current and a hyperpolarised membrane potential (left

column), a signi�cant T-channel current is evoked, which triggers the bursting response of TC

neurons to depolarisation. Contrarily a signi�cantly depolarised TC membrane potential (left

column) has no T-channel current but also bursts to depolarisation.

In similar conditions to TC neurons, TRN neurons were found to burst while under-excited. This

increase in TRN bursting was also recorded by Hirai et al. [115] which resulted in signi�cant

hyperpolarisation of TC neurons which rebounded with further LTS spikes. We were able to recreate

this e�ect by increasing the T-Channel conductance by 10%, removing the GABA-bRs and doubling

the GABA-aR conductance instead. The result shown in Figure 2.8, shows the development of

rebound spikes with a period of approximately 100ms, the same latency as the late discharges

observed by Hirai et al. [115]. We found that these oscillatory responses between TC and TRN

neurons could continue inde�nitely and may also explain the observations of after-discharges that

have been recorded for up to seconds [288].
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Figure 2.8: The hyperpolarised membrane potential of TC neurons, in the case of stroke, is

susceptible to the generation of oscillatory rebound spikes. The hyperpolarised membrane potential

causes a burst response to be triggered from ML stimulation, triggering a burst response in TRN

neurons which induces signi�cant hyperpolarisation of TC neurons and the generation of rebound

spikes.

We further explored the conditions for oscillatory after discharges in the TC-TRN network and

observed that although an initial burst response and single rebound spike could be generated under

conditions of low or high excitation, the continual late discharges were only present under low

excitation, see Figure 2.9.
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Figure 2.9: Oscillatory bursting activity only develops in under excited TC Neurons when the

interplay with TRN neurons generates rhythmic rebound spikes.

2.3.2 Release of glutamate from degenerating corticothalamic neurons

increases thalamocortical excitation

In the previous section we demonstrated that bursting of TC neurons to peripheral input can occur

due to either a loss of excitation or increased excitation. After stroke, from a network based outlook,

it is not clear how excitation of TC neurons can increase. The excitatory projections from the cortex

are lost and we have found no evidence of increased activity of lemniscal �bres or the peripheral

nervous system.

There is, however, evidence suggesting an increased concentration of glutamate in the rat thalamus

in the �rst week after MCAO, which doesn't return to normal until 14 days [20], and this is believed

to be released from degenerating corticothalamic neurons [20]. Studies recording the activity of

TC neurons after cortical lesion have found both increased �ring rates and increased responses to

sensory stimulation [289, 288, 290]

An acute release of glutamate from injured corticothalamic neurons directly into the extracellular

space surrounding TC neurons would cause hyperexcitability and explain an increase in spontaneous

and evoked responses (simulated in Figure 2.10). This would �t both hypotheses of excitotoxic
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damage, as the release is in close proximity to NR2B rich corticothalamic synapses but also cause a

spillover onto extrasynaptic NMDARs. Note that the inclusion of additional NMDARs to represent

those found at extrasynaptic locations would further amplify this e�ect and reduce the concentration

of glutamate required.

An additional source of increased glutamate at corticothalamic synapses may be from hyperexcitable,

peri-infarct CT projections [291, 111, 112]. But further details on the exact connectivity between

surviving peri-infarct regions and neurons a�ected by SND is needed.

Figure 2.10: Increased extracellular glutamate increases spontaneous �ring rate and produces

bursting response to sensory input in TC neurons.

2.3.3 Accumulation of intracellular Calcium

Conversely to the �rst assumption of TC neurons becoming hyperpolarised after loss of cortical

excitation, it has been shown in one instance that after stroke, surviving, but injured, thalamocortical

neurons had a depolarised resting potential in-vitro [106]. It was determined that the half-activation

voltage of HCN channels was shifted by approximately 10mV to a more depolarised value [106]. In

the model presented by Paz et al. [106] this property accounted for the increased propensity of TC

neurons to burst to a hyperpolarising input, and promoted epileptic activity.
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The HCN channel is regulated by intracellular calcium concentration, which promotes the transition

of open HCN channels into a state of higher conductance (see Equation 2.67). The activation of

a regulator P0 → P1 encourages transition to the 'open-locked' state OL and thus shifting the

half activation voltage (Figure 2.11). Interestingly, this may align with injury associated with

excitotoxicity and an increased intracellular calcium concentration.

C
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�
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O (2.67)

P0 + 2Ca2+
k1
�
k2
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Figure 2.11: HCN activation dependence on intracellular Calcium concentration: with increasing

intracellular Ca2+concentration the half activation voltage is shifted to a more depolarised value.

This is due to the transition to a higher conductance state as described in Equation 2.67

We explored a possible link between these phenomena and whether the progression of excitotoxicity

and intracellular Ca2+accumulation could increase excitability of TC neurons and reproduce bursting

responses. By varying the basal intracellular calcium concentration from 200nM to 10µMwe observed

the opposite e�ect. The depolarising shift in resting-state potential prevented the de-inactivation

of T-type channels and in fact reduced the propensity to burst to excitatory and inhibitory inputs,

seen in Figure 2.12. However due to the contribution of intracellular Ca2+in depolarising the resting

membrane potential, there was a decrease in the extracellular glutamate concentration required to

generate an excitatory burst response.
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(a) Response to excitatory peripheral input. (b) Response to inhibitory TRN burst.

Figure 2.12: Increased intracellular calcium concentration shifts the HCN-channel half-activation

voltage and depolarises thalamocortical neurons resting potential. This depolarisation reduces the

propensity to burst to peripheral input and generate rebound low-threshold spikes from inhibitory

input.

It should be noted that the model for Ih presented in [106] uses a signi�cantly di�erent half-activation

voltage and time-constant. Both the H- and T-Channels contribute to the rebound LTS. Our

model uses a half-activation voltage of -75mV compared to their -105 and -95 mV for healthy and

injury models. This means that a signi�cantly greater hyperpolarisation is required to activate the

H-channel, which for them was easier to reach in the injury model.

2.4 Simulated Evoked Potentials

We have simulated a number of observations and possible outcomes for stroke-induced pathological

activity in the thalamocortical network. Given the plan to verify this activity in-vivo by recording

from implanted electrodes, we can simulate the voltage trace expected to be recorded in extracellular

space. The major contributors to the Local Field Potential (LFP) are the slow, post-synaptic currents

which can be related to the extracellular voltage given the formula below [292]:

VX =
Re
4π

∑
i

Isyni

ri
(2.70)
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WhereRe is the extracellular resistivity (230 Ωcm), Isyni is the total synaptic current from compartment

i and ri is the radial distance of each compartment to the location of the recording electrode. The

voltage trace is then low-pass �ltered using a 4th-order, zero-phase, Butterworth �lter with cut-o�

frequency fc = 150Hz to re�ect the bandwidth typical of the recorded LFP signals. Note that we

scaled the contribution of currents at corticothalamic synapses by a factor of �ve, to simulate the

increased current that would be generated in distal dendrites [270].

The evoked potential generated by simulating an input volley of excitatory transmitter onto TC

neurons re�ects that acquired from stimulation of peripheral sensory neurons which polysynaptically

project to the VPL. In clinical applications this is known as a Somatosensory Evoked Potential

(SSEP) and will be discussed in further detail in Chapter 3.

First we simulate the SSEP evoked in a network consisting of �ve TC and TRN neuron pairs each

connected to eight excitatory layer VI neurons. We assume a recording electrode is located in the

VB thalamus and therefore randomly distribute the �ve TC neurons at radial distances in U [0, 150]

µm. The evoked waveform shown in Figure 2.13 shows three key peaks: (1) an initial negative

depolarisation triggered by excitatory post-synaptic currents in the medial lemniscal synapse (2) a

slight positive peak generated by inhibitory currents from GABA-ergic TRN neurons and (3) a later

negative peak generated by excitatory corticothalamic feedback. Interestingly, we notice a second

smaller negative peak following the �rst that is due to the momentary decrease in synaptic current

as the action potential is generated. This simulated waveform agrees with evoked responses recorded

by others [293, 294, 295].
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(a) Simulated thalamic SSEP waveform (top) and

membrane potential of a single TC neuron (bottom)

(b) Thalamic SSEP Recorded by Alonso-Calvino et

al. [293] with Cortical Feedback (Licensed under the

CC BY-NC-ND 4.0)

Figure 2.13: A simulated thalamic SSEP waveform shows three key peaks: (1) an initial negative

depolarisation triggered by excitatory post-synaptic currents in the medial lemniscal synapse (2) a

slight positive peak generated by inhibitory currents from GABA-ergic TRN neurons and (3) a later

negative peak generated by excitatory corticothalamic feedback.

By simulating the e�ects of stroke and retrograde degeneration, we can predict the changes in the

thalamic SSEP waveform. Stroke caused the loss of corticothalamic synaptic currents generating the

late negative peak in the waveform (Figure 2.14a). Retrograde degeneration can be simulated by

removal of TC axons and therefore synaptic connections to the TRN. With progressive retrograde

degeneration of TC �bres, the TRN is no longer activated and therefore the slight positive peak

(occurring at ≈ 20ms) after initial depolarisation is lost (Figure 2.14b). Note that the momentary

small positive peak at 10 ms results from the TC neuron action potential and is due to the reversal

of synaptic currents when the membrane voltage exceeds the reverse potential for the excitatory

receptors.

Given the hypothesis of hyperexcitability, we assess the LFP signature under the bursting conditions

mentioned above. From normal, depolarised and hyperpolarised resting potentials the same lemniscal

glutamate input is applied to our model TC neurons. It can be seen in Figure 2.15 that a slight

increase in amplitude is evident in under-excited neurons, and this is due to the enhanced synaptic

current resulting from an increased voltage di�erence to the reverse potential of the excitatory

receptors. The amplitude di�erence however, does not linearly re�ect the doubling of action potentials
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(a) Simulated thalamic SSEP waveform (top) and

membrane potential of a single TC neuron (bottom)

after stroke.
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(b) Simulated thalamic SSEP waveform (top) and

membrane potential of a single TC neuron (bottom)

after retrograde degeneration of TC axons.

Figure 2.14: Simulated thalamic SSEP waveforms after stroke and retrograde degeneration of TC

axons. Stroke causes the loss of the late latency negative potential from corticothalamic feedback.

The progressive retrograde degeneration of TC axons prevents the activation of the TRN and thus

the positive peak associated with inhibitory feedback is lost.

generated. Interestingly, we observe that in the over-excited state that the amplitude of the evoked

LFP response has in fact decreased, even with multiple action potentials generated. Conversely to

the under-excited state, less synaptic current is generated in this case.

2.5 Discussion

We have put together an in-silico model able to describe the e�ects of stroke on thalamic activity

recorded by other groups. A common phenomena recorded in TC neurons is the increased response

to sensory input and bursting. The cortex provides an excitatory in�uence that can control the

resting membrane potential of TC neurons and thus directly in�uence the mode of �ring. Through

loss of excitation, TC neurons were found to burst to peripheral input and combined with feedback

from TRN neurons, can generate oscillatory bursting between nuclei, similar to that involved in the

generation of sleep spindles and epilepsy.

An alternate explanation, and one that would �t the hypothesis of excitotoxicity, is increased

extracellular concentrations of glutamate. This glutamate was able to reproduce bursting to peripheral

input and also increased spontaneous �ring rates, however could not explain the generation of

oscillatory bursting and spindle-like LTS bursts described one day after cortical lesion [115]. This

may be re�ective of the timeline after stroke; in the acute time-frame following cortical injury TC
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Figure 2.15: Di�erences in the generated LFP waveforms between tonic responses to stimuli and

bursting responses at over-excited and under-excited states.

neurons are under-excited but later when glutamate is released from degenerating CT projections

become over-excited.

The generation of rebound spikes and oscillatory discharges were dependent on the inhibitory

post-synaptic currents induced by TRN neurons. While we were able to accurately recreate the

excitatory currents based on empirical data, we used models of the inhibitory synapses from the

literature which were derived from hippocampal neurons [278]. The overall predictions of this

model would be greatly improved with experimental data speci�c to TRN projections to the mouse

thalamus.

While it is more commonly believed that the alteration in thalamic activity after stroke is caused by

a network dysfunction, due to the loss of polysynaptic cortical inputs, a number of observations

could also be explained by changes to the individual neuronal properties. It is known that a

number of adaptive processes are triggered in the cortex following stroke that are believed to increase

excitability to promote plasticity and functional recovery [296, 297], including the downregulation

of GABAaRs and upregulation of NMDARs [111].

2.5.1 Hyperexcitability - are there bene�ts?

So far we have considered hyperexcitability as an injurious behaviour due to possible links with

excitotoxicity. However, instances of hyperexcitability in the peri-infarct area of the cortex are
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believed to be crucial in the process of spontaneous recovery after stroke. Works by Carmichael et al.

[297, 298, 299] suggest cortical hyperexcitability promotes activity-dependent plasticity, long-term

potentiation of synapses and growth cone formation. Fujioka et al. [291] suggest hyperexcitability

is associated with the rewiring of receptive �elds in the cortex that promotes functional recovery.

Thus increased activity in certain situations may be bene�cial, but balance is essential and either

state of over-excitation or under-excitation for a prolonged period of time can be detrimental.

2.5.2 Excitotoxicity

We developed a network model to replicate the development of pathological activity in the thalamus

to predict what may generate an excitotoxic insult. There are two glutamatergic inputs to the

rodent sensory thalamus: CT projections or ML/STT pathways. There has been no evidence that

peripheral input through the ML or STT is altered by stroke and the small portion of NMDARs,

and in particular absence of NR2B-containing NMDARs [274], suggests an excitotoxic insult is

unlikely to be generated at these synapses. Alternatively, corticothalamic synapses contain a larger

portion of NMDARs with approximately 10% of post-synaptic NMDAR current being through

NR2B-containing receptors [274]. This suggests a possible excitotoxic insult if any hyperexcitable,

peri-infarct CT neurons remain intact. However we conclude that the most likely source of excitotoxicity

is through extracellular spillage of glutamate from degenerating CT neurons. This not only over-stimulates

the NMDAR-rich CT receptors, but di�usion into extracellular space activates extrasynaptic NMDARs,

which under both hypotheses mentioned in Section 1.4.1.4, are agreed to be linked to excitotoxicity.

It should be noted that Miyata and Imoto [274] performed their experiments into synaptic receptor

composition in juvenile mice at 12 - 17 post-natal days, and it is known that sub-units change with

age [62]. Only minor changes in receptor composition occur after this stage in development [64], but

in considering NR2B composition the values given by Miyata and Imoto should be considered as the

upper limit.

2.5.3 Regulation of membrane potential and the pathology of bursting

The increased prevalence of bursting and oscillations within the thalamocortical network after stroke

has been said to resemble that during sleep, with the presence of spindle-like activity [115]. In

this chapter we have considered the role of corticothalamic neurons in providing a modulatory

depolarisation of thalamocortical neurons to operate in the tonic mode of �ring. Outside of the

ML/STT, TRN and CT connections, mentioned in this chapter, approximately 30% of synapses

arrive from other regions including the brainstem [29]. These a�erents use neurotransmitters such
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as noradrenaline, serotonin, acetlycholine and histamine. Noradrenaline and acetlycholine release

in the thalamus increases with state of alertness [300, 301], which has been shown to depolarise

thalamocortical neurons and promote the transition from bursting to tonic mode [302, 303]. One

mechanism for this is by modulation of K+leakage channel conductance through activation of

metabotropic receptors, which has been modelled for TRN neurons in [304]. We used a �xed value

of gKL = 3nS, as used in [265], which creates a slight depolarisation that prevents the spontaneous

generation of spindles.

Not only does the array of neurotransmitters from brainstem projections have a direct excitatory

e�ect, but they also modulate the e�cacy of corticothalamic and lemniscal synapses [305, 306].

Therefore it would be bene�cial to model the e�ects of these additional neurotransmitters and

explore if it is possible for TC neurons to become hyperpolarised enough after stroke to generate

bursting activity.

While bursting of thalamocortical neurons is most commonly associated with states of sleep, it is also

strongly linked to the processing of pain signals in an awake state [307, 308]. Considering a common

sequela of stroke is the development of post-stroke pain [309, 310] in an estimate of 10-20% of patients

[311], it is possible that altered thalamic activity may lead to aberrant pain processing contributing

to these disorders, similar to thalamic hyperexcitability leading to central pain syndrome after STT

lesions [312].

2.5.4 Potential use of DBS

There are two main phenomena here that can explain the development of pathological activity in the

thalamus after stroke. From Figure 2.5 we can see that the increased spontaneous �ring rate can be

quenched by increasing the excitation of TRN neurons (i.e. top right of each plot). Thus a low level

chronic stimulation of the TRN may prove bene�cial in reducing metabolic stress associated with

the generation of action potentials and potential symptoms associated with thalamocortical bursting

in an over-excited state. How DBS may interact with intracellular Ca2+dynamics and post-synaptic

currents through NMDARs that are linked to excitotoxicity remains to be investigated.

Given the alternative assumption of an under-excited state, a chronic sub threshold stimulation of

thalamocortical neurons could depolarise them enough to prevent bursting behaviour that may be

linked to neurological disorders such as the development of post-stroke pain.
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2.6 Summary

This chapter has utilised a computational model of the thalamocortical network to explore the

possible impacts of stroke on thalamic activity. We have shown that two scenarios are able to

reproduce the main phenomena from experimental results in the literature. Firstly, the loss of

cortical excitation can result in a decreased membrane potential of thalamic neurons which results

in the de-inactivation of T-Type calcium channels and a bursting response to peripheral input.

Secondly, an increase in extracellular glutamate due to spillage from degenerating corticothalamic

neurons may generate both an increased spontaneous �ring rate and evoked responses and is the

most likely contributor to excitotoxicity and SND.

In the following chapter we will explore the changes in thalamic activity in a mouse model of stroke

using electrophysiological recordings.
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Chapter 3

Probing the Thalamocortical

Network After Stroke

To elucidate network dysfunction following stroke and map the electrophysiological changes of thalamic

neurons, we have recorded brain activity from a mouse model of photothrombotic stroke through

surgically implanted micro-electrodes. The aim is to identify changes in activity of the thalamocortical

network and how they may contribute to the pathology of SND.

3.1 Introduction

Investigations of neural activity have been carried out for decades, in humanity's pursuit to understand

the functioning of our brains. From the 18th century when Luigi Galvani discovered the link between

neural transmission and electricity, to the late 19th century when Richard Caton made the �rst

recordings from a living brain with a galvanometer [313] and in 1924 when Hans Berger performed

the �rst electroencephalogram (EEG) recording on a human patient [314].

Neural communication is governed by electrochemical signalling that can be recorded with the use of

electrodes. The preferred recording method, in most clinical situations, is via EEG, where electrodes

are placed on the scalp. Increased resolution and target speci�city can be obtained from more invasive

methods such as electrocorticography (ECoG), when electrodes are placed on the cortical surface,

or from depth-implanted electrodes which penetrate into the brain (shown in Figure 3.1). The risk

and resources associated with the latter reserve them for patients with severe and drug-refractory

illnesses. ECoG has use in localising zones of seizure generation [315] and depth electrodes are
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�nding increasing use, often in conjunction with DBS, for conditions such as Parkinson's disease,

epilepsy, schizophrenia and many more [316].

Figure 3.1: Di�erent types of electrode con�gurations can be used at varying invasive levels: EEG

(electroencephalogram) electrodes are placed on the scalp, ECoG (electrocorticography) electrodes

on the cortical surface and depth electrodes implanted into deeper structures.

Electrodes implanted into the brain record minute changes in extracellular potentials that re�ect

the summation of neuronal activity in the neighbourhood of the probe. The recorded potentials are

a mix of high frequency `spikes' generated by the fast ionic currents responsible for action potential

generation and propagation and low frequency content re�ecting slower ionic processes and synaptic

currents [317]. These signal bandwidths are often split with di�erent sets of data analytics applied

to each.

High frequency portions of the signal (>250Hz) are referred to as Single-Unit Activity (SUA) when

action potentials from a single neuron are isolated, or more commonly Multi-Unit Activity (MUA)

when multiple neurons are recorded simultaneously. The resolution of these traces is determined

by the density of neurons in the region of interest but also the properties and positioning of the

electrode. The electrodes must be in close proximity (<100µm) to the neuron(s) of interest and

require a �ne-tipped, often high-impedance contact to isolate single neurons.

Activity in the lower frequency bands (<250Hz) is referred to as the Local Field Potential (LFP)

and contain activity of neurons within a much wider radius of the electrode. Others have estimated

the spatial resolution of LFPs to be approximately 250µm [318]. However this depends entirely on

the size and orientation of the electric �eld generated from the ionic channels to the position of the

electrode. In some cases, such as the large pyramidal neurons within the hippocampus, their LFP

contribution can dominate the signal recorded within 1000's of micrometers [319, 320, 317].
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3.1.1 Somatosensory Evoked Potentials

Somatosensory Evoked Potentials (SSEPs) are a useful tool to evaluate the condition of the sensory

pathway within the CNS, and is commonly used to assess the severity of stroke and predict functional

recovery in patients [321, 322].

The VPL and somatosensory cortex are key relay and processing hubs for sensory input. They

are activated through polysynaptic connections originating from mechano-, thermo-, chemo- and

noci-ceptors that exist in abundance throughout the body, and transduce sensory stimuli into

an electrical signal [39]. Noxious stimuli arrive at the VPL via the spinothalamic tract, whereas

typical touch and proprioceptive signals are relayed through the medial lemniscal pathway. Further

information on the somatosensory pathway is given in Appendix A.2.

Thus, by stimulating the nerve �bres in the peripheral nervous system, we can trigger activation of

neurons in our regions of interest (VPL & SS Cortex), and assess how they respond to a controlled

input. Mechanical, chemical or temperature stimulation can be used to target a speci�c sensory

channel. In this thesis we elicit evoked potentials via electrical stimulation of all nerve �bres in the

mouse fore- and hind-paws.

3.2 Previous Work

In the following two sections we summarise previous works in the literature that have recorded

from the cortex and thalamus in healthy and stroke subjects, with a focus on somatosensory evoked

potentials.

3.2.1 Cortical Recordings

Both cortical and thalamic activity re�ects the state of arousal in the subject, and when alert,

displays `high' frequency low-amplitude activity that is largely de-synchronised across neuronal

populations. During increasing stages of sleep and drowsiness, large amplitude, slow rhythms develop

(with the exception of REM). The undulations in these slow waves re�ect the up and down states

of the cortex that are controlled by thalamic activity [323] and can be seen in the example traces of

an anaesthetised mouse in Figure 3.2.

Cortical SSEPs in healthy subjects recorded via ECoG or EEG exhibit a waveform with three distinct

peaks: P1, N1 & P2, shown in Figure 3.3. The peaks are notated based on their polarity and latency

from stimulation (N = negative, P = positive), but it should be noted that recording with implanted
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(c) Under Iso�urane (1.5%) - infrequent bursts of activity.

Figure 3.2: Example ECoG recordings from the somatosensory cortex of a mouse under di�erent

types of anaesthesia.
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electrodes at di�erent layers of the cortex alters the shape [324]. Latencies can vary between subjects

and signi�cantly between species, therefore we only denote the peaks with numbers based on the

order of occurrence e.g. P1 & P2 represent the �rst and second positive peak in the waveform.
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-400

-200
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200

400
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]
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Figure 3.3: An example cortical SSEP waveform recorded from forelimb region of the mouse cortex

(SSFL) by ECoG electrodes. Each of the prominent positive and negative peaks are marked (P1,

N1, P2).

3.2.1.1 After Stroke

It is well established that cortical infarcts cause the attenuation or abolition of sensory evoked

potentials due to neuronal loss in that region [325]. Furthermore cortical SSEPs can be used to

estimate the extent of damage and make predictions on the potential for functional recovery [326,

321, 322]. Coyer et al. [327] showed that cortical components of the SSEP were abolished just

minutes after MCAO with the onset of neuronal dysfunction but was able to recover if reperfused

in time, otherwise a permanent de�cit resulted.

Stroke has also been found to enhance evoked responses in the contralateral hemisphere [325].

Iwayama et al. [328] found that silencing S1 increased the response amplitude in the opposite S1

to contralateral paw stimulation and postulated interhemispheric inhibition via the corpus callosum

for this e�ect. Mohajerani et al. [105] showed that mini-strokes enhanced the sensory response

in the una�ected hemisphere to both contra- and ipsilateral stimulation, and showed that the

e�ect persisted in acallosal mice suggesting the mechanism is through a subcortical pathway rather

than transcallosal dis-inhibition. The peri-infarct region within the cortex also shows signs of
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hyperexcitability [291, 111, 112].

3.2.2 Thalamic Recordings

A common consensus in the literature is that evoked SSEP waveform in the thalamus consists of

three distinct components, described as: (1) an initial positive (or biphasic) wave indicative of

activity in the �bre tracts terminating in the thalamus, (2) a prominent negative peak associated

with post-synaptic currents in VB neurons and (3) later latency responses due to feedback from

TRN and CT projections [329, 330, 331, 332, 333, 302, 295, 293].

We have summarised the latencies of evoked potentials in the VB thalamus from a number of previous

studies, given in Table A.2. The depolarisation of VB neurons to forepaw stimulation, indicated by

unit activity or LFP peaks, occurs at a latency of approximately 5-8ms, with hindpaw responses

later at 8-11ms. The aforementioned investigations were performed in rats or larger mammals and

to date we have not found any evoked LFP responses in a mouse model. Only one study by Miyata

et al. [334], recorded changes in spiking activity in the minutes to hours after noxious stimuli from

formalin injection into the paw of mice, but not evoked waveform is described.

3.2.2.1 After Stroke or Cortical Damage

A change in thalamic activity after stroke is of signi�cant importance to determine whether pathological

activity develops that may lead to an excitotoxic insult associated with SND. Recording from the

thalamus after stroke has received limited attention, but there has been a number of studies where

other modes of cortical injury or suppression have been used (e.g. lesions, ablations, silencing etc.).

These works, summarised in Table 3.1, show a variety of changes in the thalamus recorded mostly

immediately, but up to weeks after stroke. Although observations are mixed, there are a number

of descriptions of increased responses and activity that may be related to hyper-excitability and

excitotoxicity.
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Table 3.1: Previous recordings from the thalamus after cortical stroke (or model of suppression)

Species Cortical Injury Recording Type Time (Post-Stroke) Observations Author

Rat Ablation SUA

Immediately

<1.5 hrs

1.5 - 6 hrs

High-frequency discharges.

Decreased activity, normal evoked responses.

Increased spontaneous activity and evoked responses.

Ross et al. [288]

Cat Carotid Artery Occlusion LFP Immediate
Increased response.

Return to normal after reperfusion.
Hosko et al. [290]

Rat De-cortication SUA Immediate Increased response and after-discharges Angelet al. [289]

Rat Silencing (Lidocaine) LFP & MUA Immediate
No change in evoked responses to low-frequency stimuli.

Decreased response to high-frequency stimuli.
Yuan et al. [335]

Rat MCAO SUA 1-14 Days

No change in evoked responses to low-frequency stimuli.

Decreased response to high-frequency stimuli.

Less responsive neurons found at 14 days post-stroke.

Tokuno et al. [336]

Rat Lesion SUA 1 Day

Increased unit responses at early latencies (10-20ms)

Increased unit responses at late latencies (50-100ms).

Increased prevalence of burst �ring.

No change in mean �ring rates.

Hirai et al. [115]

Cat Silencing (Cooling) LFP Immediate Increased evoked response. Burch�el et al. [337]

Rat PT-Stroke
In-vitro

In-vivo

1 week

>1 week

Increased excitability.

Seizure activity.
Paz et al. [106]

Rat Lesion LFP Days 1-3
Loss of late latency response (cortical feedback)

No loss of initial depolarisation.
Mishima [329]

Rat Silencing (TTX) LFP Immediate
Loss of late latency response (cortical feedback)

No loss of initial depolarisation.
Anderson et al. [338]

Rat Silencing (Cooling or Mg2+) SUA Immediate No di�erence in VPM response. Transient increase then depression of POm response. Diamond et al. [339]
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3.3 Experimental Procedures

3.3.1 Animals

For the following animal studies, we use C57BL/6J mice, obtained from the Animal Services Unit

at the University of Newcastle. All experiments were approved by the University of Newcastle

Animal Care and Ethics Committee and conducted in accordance with the New South Wales Animals

Research Act (1985) and the Australian Code of Practice for the use of animals for scienti�c purposes.

Before intervention animals were housed up to �ve per cage and individually after, in a temperature

and humidity controlled room with a reverse light/dark cycle. All recordings and behavioural analysis

was performed in the dark phase. Animals were given standard laboratory chow and ad lib access

to water.

3.3.2 Stroke Induction

Strokes were induced via a photothrombotic procedure known to reproduce focal lesions in the

SS cortex [340, 341, 121, 17, 30, 23]. Mice were anaesthetised through constant inhalation of 2%

Iso�urane and positioned in a stereotactic frame, with body temperature maintained by a regulated

heat mat. Mice were injected intraperitoneally with a diluted Rose Bengal (RB; Sigma, USA)

solution (0.2ml at 10mg/ml) and a surgical incision was made to expose the skull. A cold light

source with 5mm aperture was centred at the desired stereotactic coordinates over the SS cortex

[AP = 0, ML = 2.2] and lowered to the skull. Eight minutes after RB injection the light was switched

on for 15 minutes to induce thrombosis. After which the surgical incision is closed and the mouse

is allowed to recover. Mice were excluded if they did not show signs of stroke when brains were

collected.

3.3.3 Anaesthesia

For electrode implantation surgeries and throughout recordings mice were anaesthetised with Ketamine

and Xylazine (K/X). An initial dosage of Ketamine 100mg/kg and Xylazine 10mg/kg was used and

bolus injections of 1/3 of the original dose was given upon return of the paw withdrawal re�ex.

During recordings, mice were maintained at stage III-3 of anaesthetic depth, as is common in

electrophysiological experiments [36, 342, 323]. Stage III-3 is a surgical depth of anaesthesia and

synonymous with slow wave rhythmic LFP recorded from the SS cortex [36].
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3.3.4 Electrode Surgery

Animals were anaesthetised with K/X and body temperature maintained at 37°C via a regulated

heat mat. The mouse's skull is surgically exposed and burr holes drilled at the desired coordinates

with reference to de�nable sutures on the mouse skull (see Figure 3.4). Electrodes were inserted

into our two regions of interest, the VPL and SS cortex, using a stereotactic arm at a rate of

approximately 0.2mm/s to minimise additional trauma.

Figure 3.4: Locations of Bregma and Lamdba on the mouse skull at the points of intersection of

skull sutures. These two points are used as references for stereotactic coordinates to align electrodes

with the target region of the brain.

The location of the VPL, was determined from stereotactic coordinates using Paxinos and Franklin's

mouse atlas [343], shown in Figure 3.5. Through initial exploration we determined the optimal

location for recording thalamocortical neurons to be at [-1.7 AP, 1.8 ML,-3.4 DV] 1. This is in

agreement with the location of thalamocortical neurons determined by retrograde tracer injection

into the SS cortex [223], and the regions a�ected by SND [30, 121, 17, 23].

Similarly, coordinates for cortical recordings in the SSHL and SSFL were determined to be [-0.9, 1.4, -]

and [0, 2, -] respectively, unless stated otherwise. For depth recordings in the cortex, electrodes were

lowered 0.5mm from the surface into layer IV corresponding to the termination of thalamocortical

neurons.
1Stereotactic Coordinates are given as referenced to bregma [Anterior-Posterior, Medial-Lateral, Dorsal-Ventral]

in mm
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Figure 3.5: Paxinos & Franklin Atlas marked with the location of the VPL in a coronal slice of

the adult C57BL/J6 mouse [343].

3.3.5 Recording Setup

Recordings were conducted within a grounded Faraday cage. Electrodes were connected to an

isolated Animal BioAmp (FE136 or FE234, ADInstruments) via a shielded cable. The signal was

ampli�ed and digitised at 20kHz using PowerLab 4/35 (PL3504, ADInstruments) with a bandwidth

of [1-5000 Hz]. The signal was recorded in LabChart (Version 8.1.11, ADInstruments) and exported

for o�ine analysis in MATLAB (R2018a, Mathworks) using custom scripts.

A Stimulus Isolator (FE180, ADInstruments) was used for peripheral stimulation, to trigger SSEPs.

The stimulator was connected to needle electrodes (MLA1203, ADInstruments) that were subcutaneously

inserted into the hind- and fore-paw of the mouse, with cathode positioned proximal to the mouses

body. Stimulus pulses were delivered in sets of 100 trials at a frequency of 1.1-1.8 Hz and a pulse

width of 0.5ms. Unless mentioned otherwise a suprathreshold current amplitude of 5-10mA was

used to recruit all nerve �bres, both ML and STT pathways [293]), which elicited small twitches in

the digits of the stimulated paw.
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3.3.6 Histology

Animals were euthanised via lethal injection of sodium pentobarbital (Lethabarb, Virbac, Australia).

They were transcardially perfused with saline followed by 4% PFA. Brains were extracted and

sectioned at 60µm on a freezing microtome (-20 deg; Leica, Aus). Sections were stained for NeuN,

mounted on slides and imaged at 40x magni�cation. NeuN is a neuron-speci�c nuclear protein, that

can be immunohistochemically detected and is commonly used to detect the presence of and count

healthy neuronal cells [344, 345].

3.4 Data Analysis

For data analysis, raw signals were split into two components - LFP and MUA. The LFP signal

was extracted using a 4th-order, low-pass Butterworth �lter, with fc=250Hz. Similarly, MUA was

extracted using a 4th-order, high-pass Butterworth �lter with fc=250Hz.

3.4.1 Spike Detection

Spike detection was performed on MUA signals using methods described in Chapter 4. We extracted

spike times to estimate �ring rates of spontaneous activity, and assess spike counts in SSEPs.

3.4.2 Spectral Estimation

Spectral estimation was performed using Welch's method [346] on LFP signals from spontaneous

recordings. We used 5 second hamming windows with 50% overlap. Where frequency bands are

mentioned we used de�nitions of Delta, Theta, Alpha, Beta & Gamma de�ned in Appendix A.1.

Power values in each band were calculated by integrating the power spectral density function within

the de�ned frequency range.

3.4.3 Spontaneous Signal Power

The power of spontaneous activity was quanti�ed by taking the RMS value of spontaneous LFP

signals.
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3.4.4 SSEP Quanti�cation

Somatosensory evoked potentials were recorded in sets of 100 trials and waveforms averaged across a

period from 100ms pre- to 100ms post-stimulus. Stimulus artefacts were removed by applying a linear

interpolation from 0.5ms pre-stimulation to 2ms post-stimulation waveform. For LFP measures the

stimulus artefact was removed after averaging the raw waveforms and before applying the low-pass

�lter. For MUA signals the stimulus artefact was removed immediately after applying the high-pass

�lter.

We quanti�ed SSEP responses using three di�erent methods:

1. SSEP Amplitude was calculated as the di�erence of peak values of the averaged LFP

waveforms.

2. SSEP RMS was calculated as the RMS value of the LFP waveform post stimulation minus

pre stimulation.

3. SSEP Spike Count was calculated as the average number of spikes post stimulation minus

pre stimulation. (Note: 2ms bins are used when displaying post-stimulation spike histograms)

3.4.5 Histological Analysis

Secondary neurodegeneration was quanti�ed by counting NeuN+ cells in the contra- and ipsilateral

VPL. Automated NeuN counts were performed in ImageJ (v1.53e [347]), as described below:

1. Convert image converted to 8-bit black and white.

2. Apply binary threshold to separate NeuN material from background.

3. Separate clustered cells by segmentation.

4. Count the number of neurons using particle analysis.

Each step in this process is visualised in Figure 3.6.

In most cases the automatic threshold value (determined using IsoData [348]) was su�cient. However

in some instances large amounts of background staining were included and therefore the threshold

was manually adjusted. Note that the threshold was set based on the contralateral (una�ected)

side, so both images from the contra- and ipsi-lateral hemispheres of the same subject used the same

threshold.
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(a) 8-bit Black & White Image (b) Thresholded Binary Image

(c) Segmented Nuclei (d) Outlines of counted Neurons

Figure 3.6: Steps for automated counting of NeuN+ cells in ImageJ: (a) the image is cropped

to the ROI and converted to black & white, (2) a binary threshold is applied to separate the dark

regions comprising of neurons from the background, (3) overlapping nuclei are segmented and (4)

each segmented neuron is counted.

NeuN cell counts of the thalamus were formulated by taking the ratio of NeuN+ cells in the ipsilateral

(a�ected) hemisphere to the number in the contralateral hemisphere i.e:

%NeuN =
#NeuN+Ipsi

#NeuN+Contra
(3.1)

3.4.6 Statistical Tests

We used the Mann-Whitney U test or one-way ANOVA followed by Tukey-Kramer multiple comparison

post-hoc test all implemented in Matlab. Levels of statistical signi�cance are depicted as: *=p<0.05,

**=p<0.01, ***=p<0.001.
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3.5 Study 1 - Thalamic and Cortical Recordings after Stroke

The �rst study aimed to assess the change in thalamic activity in the weeks following stroke and

correlate them with the progression of SND.

3.5.1 Methods

A total of 46 male C56BL/6 mice (aged 9-17 weeks), were divided into seven groups, corresponding

to the number of days post stroke procedure that recordings were performed [Day 0 - Naive (n=7),

Day 7 - Sham/Stroke (n=6/7), Day 14 - Sham/Stroke (n=7/6), Day 28 - Sham/Stroke (n=7/7)].

Stainless steel monopolar electrodes (PlasticsOne - Part# MS303/3-AIU) were stripped at the end to

expose 0.3mm of conductor. The electrode was inserted sequentially into the somatosensory cortex

(SSHL) [-0.9, -1.4, -0.5] followed by the VPL [-1.7, -1.8, -3.4]. A reference screw was placed over the

olfactory bulb. The ideal positioning of the electrodes is shown in Figure 3.7, superimposed on the

Paxinos Mouse Brain Atlas [343].

(a) Cortical Electrode Placement (b) Thalamic Electrode Placement

Figure 3.7: Ideal electrode placements within target regions of the (a) Cortex (SSHL) and (b)

Thalamus (VPL) of a mouse brain. The grey tips are the exposed contact of the electrode (≈0.3mm
in height) and the yellow segment is the polymide insulation.

Evoked potentials to stimulation of both the hind-paw and fore-paw, contralateral to the hemisphere

of the brain a�ected by stroke, were recorded in the cortex and thalamus. In the cortex, three sets of
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SSEP trials to each paw were obtained. In the thalamus, six sets of SSEPs were recorded from each

paw, but due to the lack of consistent �nding of the hind-paw response, only those of the fore-paw

are used. Between each set of SSEPs, 3 minutes of spontaneous activity was recorded.

3.5.2 Results

Stroke abolished the SSEPs in the a�ected cortex to both contralateral forelimb and hindlimb

stimulation (Figures 3.8,3.9).

0 50 100
Time [ms]

-1000

-500

0

[u
V

]

(a) Sham Day 28

0 50 100
Time [ms]

-1000

-500

0

[u
V

]

(b) Stroke Day 28

Figure 3.8: An example cortical SSEP waveform evoked from hind-paw stimulation at 28-days

post-surgery in a (a) sham mouse and (b) stroke mouse. The evoked waveform is completely

abolished in the stroke mouse.
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(a) Cortical HL SSEP RMS (b) Cortical FL SSEP RMS

Figure 3.9: Comparison of the cortical SSEP power (RMS) between stroke (red) and sham (blue)

mice at 7, 14 and 28 days post-surgery. The stroke mice have signi�cantly lower SSEP power to

both hindlimb stimulation (a) and forelimb stimulation (b) compared to sham mice at all three

time-points.

The total power of thalamic SSEPs in stroke-a�ected mice compared to sham-treated mice was

decreased at all three time-points after surgery (7, 14 and 28 days), as shown in Figures 3.10.

Figure 3.10: The forelimb-evoked thalamic SSEP power is signi�cantly reduced in stroke mice

(red) compared to sham mice (blue) at all three time-points post surgery (7, 14 and 28 days).

There was a clear di�erence in the shape of the thalamic SSEP waveforms between stroke and sham

groups - with a noticeable loss of response at latencies greater than 15ms post stimulation, as shown

77



in Figure 3.11b.
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Figure 3.11: Example thalamic SSEPs from mice 7 days after stroke, showing a characteristic loss

of LFP amplitude and unit spikes in the late-latency portion (> 20ms) of the response. The N2 and

P2 peaks are mostly lost in the stroke mice (b, lower left) as well as spike counts at latencies later

than 20ms post-stimulation (b, lower right).

Separating the waveform into early and late latency components ('Early' Amplitude = P1-N1 and

'Late' Amplitude = P2-N2, depicted in Figure 3.11a) we showed that it was entirely in the late

latency range that stroke a�ected the waveform (Figure 3.12).
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(a) Amplitude of early thalamic SSEP peaks (P1 - N1)(b) Amplitude of late thalamic SSEP peaks(P2 - N2)

Figure 3.12: A comparison of early and late latency SSEP peak amplitudes shows that the early

SSEP waveform (left) is unchanged between stroke (red) and sham (blue) mice, but the late SSEP

waveform (right) is signi�cantly reduced in stroke mice at all time-points post-surgery.

We compared the average RMS of spontaneous recordings from the cortex and thalamus for each

group of mice, to compare overall neural activity. As shown in Figure 3.13, slight reductions in the

stroke groups can be seen but no signi�cant di�erence between stroke and sham groups was found.

(a) Spontaneous Cortical LFP RMS (b) Spontaneous Thalamic LFP RMS

Figure 3.13: A comparison of spontaneous LFP activity quanti�ed by the RMS power in the (a)

cortex and (b) thalamus after stroke. No statistically signi�cant di�erences are noted.
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3.5.2.1 Histology

Stroke signi�cantly reduced the number of NeuN+ cells in the thalamus at 28 days post-stroke

(p<0.01) (Figure 3.14a).

(a) NeuN+ cell count comparison between stroke

and sham animals

(b) Example of electrode track preventing correct

placement of ROIs (blue squares) for processing

NeuN counts.

Figure 3.14: There is a signi�cantly reduced number of NeuN-positive cells in the thalamus of

stroke mice (red) compared to sham mice (blue) by 28-days post-stroke.

3.5.3 Discussion

A clear change in the thalamic SSEP waveform was noticeable after stroke Figure 3.11. By splitting

the response into two components: early latency response (<15ms) and late-latency response (>15ms),

we found no evidence that the early response was altered by stroke (Figure 3.12). From previous

studies [294, 293, 302], the depolarisation of thalamic neurons to peripheral stimulation occurred

in this early latency period and generated a prominent negative peak comparable to our 'N1' (also

see review in Appendix A.3) and there existed a feedback component in the late latency window.

The origin of these peaks was also supported in the simulation studies in Section 2.4. By making

this distinction between initial thalamic activation and feedback we could come to the conclusion

that there was no change in thalamic activity and stroke only removed the corticothalamic feedback

path, in agreement with a purely cortical injury.

Others have shown there is signi�cant degeneration of thalamocortical neurons from 7 days after

stroke [17], and we showed a signi�cant loss of NeuN+ cells at 28 days (Figure 3.14a). There was

added di�culty in assessing NeuN+ cell counts due to the presence of an electrode track directly in

or adjacent to the VPL, see Figure 3.14b. This often meant taking the closest available brain slice
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without signi�cant electrode damage which may have a�ected the results and the lack of signi�cance

at days 7 and 14. However at no time-point was there a signi�cant loss in the negative peak believed

to represent the depolarisation of thalamocortical neurons.

One explanation is the early latency response represents a pre-synaptic potential that persists due

to intact ML and STT �bres. Following cortical ablation, it is found that the contribution from

thalamocortical �bres to the cortical SSEP still persists [332], so in a similar manner a presynaptic

contribution from ML and STT �bres to the thalamus may persist. This would contradict with what

other groups have previously reported, indicating that the depolarisation of thalamic neurons elicits

the negative peak (N1) in the thalamic SSEP waveform [302, 293, 329]. It is important to note that

the di�erence in rodent species may alter the SSEP waveform and the previous mentioned studies

are all recorded from adult rats.

We con�rmed that choice of reference location had no impact on the thalamic SSEP recorded (see

Appendix B.4). We also con�rmed the early response in the SSEP is not volume-conducted from

the brainstem, by determining the evoked response there occurs 2-3ms earlier (Appendix B.2).

The evoked potentials recorded in the VB complex of a rat by Andersen et al. [332] are very similar to

the SSEP waveforms we have recorded in the mouse VPL. They describe an initial positive-negative

diphasic waveform as the discharges from medial lemniscal �bres and the negative peak as the

synaptic activation of the thalamic neurons. They too recorded a later, large positive peak with

duration of approximately 100ms, that is seen to oscillate a number of times (comparable to our

recordings see Appendix B.3). However after cortical ablation the large positive waves persisted,

so was determined to be generated in purely thalamic circuitry. Given that TC excitability was

signi�cantly attenuated during the P-wave it is believed to be generated by post-synaptic inhibition

from TRN neurons and hence our results would indicate a loss of in�uence from the TRN. This could

be explained by decreased excitability of TRN neurons [113] or the degeneration of TC collaterals

activating the TRN. We showed support for the origin of the prolonged P-wave from TRN inhibitory

currents in simulated models too (Appendix B.6, Figure B.8).

Additionally, we sought to explain the source of the N2 peak in the thalamic SSEP that we have

not found a consensus for in the literature. We assessed the possibility that the N2 peak is of

cortical origin and volume-conducted to the thalamus, which would explain the loss after stroke. By

comparing the latencies of the N1 peak in layer IV of the cortex and N2 peak in the thalamus we

noted a strong correlation (r=0.58, p=0.012), data is shown in Figure 3.15. The thalamic N2 peak

always preceded the cortical N1 peak with an average delay of 4.9ms, suggesting they are not of the

same source. It doesn't however rule out the possibility of origins in deeper cortical layers, as the

TC neurons also excite layer VI neurons. The di�erence between unit responses to sensory input in

layers IV and VI in the rat was only 1ms [115], however it may di�er in a mouse model and under
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di�erent anaesthesia. It also doesn't rule out the source being corticothalamic feedback from layer

VI.
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Figure 3.15: The latency of the thalamic SSEP N2 peak was consistently earlier than the cortical

SSEP N1 peak (red line = 1:1). A correlation of r=0.58 with p=0.012 was found and the average

delay from thalamic N2 peak to cortical N1 peak was 4.9ms. This evidence suggests that the peaks

are not of the same source and the secondary activation of thalamic neurons precedes that of layer

IV cortical neurons.

Anderson et al. [338] recorded a second negative potential that occurred approximately 6ms after

the depolarisation of VPM neurons to whisker stimulation. By applying tetrotodoxin (TTX), a

sodium channel blocker that inhibits action potential generation, to the cortex they found no change

in the amplitude of the early negative peak but almost a complete loss of the secondary peak and

thus concluded it was of cortical origin. This does not rule out the possibility of a volume-conducted

waveform from the cortex but the presence of unit activity in our recordings does suggest local

origins.

We also propose that there may be signi�cant contribution to the LFP waveform from the TRN,

which in mice, is only 100's of µm from the recording location in the VPL. We simulated this

possibility, shown in Appendix B.6 (Figure B.9) and were able to reproduce a second negative peak

that occurred at the correct latency. Interestingly, it been proposed that unit spikes from TRN axons

may also be recorded from electrodes in the VB thalamus of rats [349]. Together, this hypothesis

would also explain the loss of both N2 and P2 peaks in the thalamic SSEP waveform by 7 days

post-stroke and also the loss of unit spikes in this later-latency period.

It was surprising to �nd that although cortical SSEPs were completely abolished as expected
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(Figures 3.9), we detected no change in spontaneous activity from the cortex and similarly in the

thalamus (Figure 3.13). The small size of the mouse brain and use of LFPs may contribute to this

phenomena. Neighbouring cortical and hippocampal neurons are known to produce large amplitude

LFP signatures [320, 319] that may dominate the recorded signal in the a�ected area [350], thus

loss of a small population of neurons may not appear signi�cant. Furthermore the somatodendritic

geometry of TC neurons is spherically symmetrical with very small dipoles and therefore creates

a closed-�eld and only small LFP amplitude [317]. The use of averaged SSEPs and a controlled

input delivered asynchronously to background activity helps to cancel activity not generated in the

somatosensory pathway.
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3.6 Study 2 - Local Changes in Thalamocortical Activity

A signi�cant limitation from the previous study is the potential contamination from non-local

neuronal activity. Here we change the recording con�guration and utilise a bipolar electrode (a.k.a.

stereotrode) to apply spatial �ltering and reduce the impact of volume conduction [319]. While the

bene�t of this con�guration is improved spatial resolution, we now have the added complexity of

unknown electrode orientation w.r.t. to the neuronal sources. Therefore, as is seen in later �gures,

there are no longer the identi�able positive-negative peaks (e.g. P1, N1).

Additionally, we improved the procedure for surgical implantation of the electrodes. Upon inspection

of retrieved brain slices from the previous study we noticed some deviation from the ideal position in

the VPL. Some deviation is to be expected due to inter-animal variability, but minimising the �nal

displacement is important to reduce variation in LFP amplitude from the source and be close enough

to consistently record unit activity. We therefore optimised the location in the dorsal-ventral axis

by recording from all depths below 3mm in increments of 200µm and using those with the largest

thalamic response to stimulation.

3.6.1 Methods

A total of 21 mice, were divided into 6 groups, Naïve (n=5), Stroke Day 1 (n=4), Stroke Day 3

(n=4), Stroke Day 7 (n=5).

A twisted pair of stainless steel electrodes (Plastics One, MS333/3-B/SPC) was inserted into the

SSFL [-0.4, 2, -0.5] and VPL [-1.7, 1.8, 3.4], see electrode placements in Figure 3.16. A common

reference screw was placed over the Olfactory Bulb.
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(a) Cortical Electrode Placement (b) Thalamic Electrode Placement

Figure 3.16: Ideal stereotrode electrode placements within target regions of the (a) Cortex (SSFL)

and (b) Thalamus (VPL) of the mice brain.

3.6.2 Results

We found an immediate loss of spontaneous cortical activity after stroke (Figures 3.17a, 3.18a) and

a similar decrease in spontaneous thalamic activity (Figures 3.17b, 3.18b).
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(a) Cortical LFP RMS (b) Thalamic LFP RMS

Figure 3.17: There is a signi�cant loss of spontaneous (a) cortical and (b) thalamic LFP

activity after stroke (red) compared to naïve (black) mice when recording with a bipolar electrode

con�guration.

(a) Cortical Firing Rate (b) Thalamic Firing Rate

Figure 3.18: There is a signi�cant loss of spontaneous (a) cortical and (b) thalamic unit activity

after stroke (red) compared to naïve (black) mice.

Again we con�rmed the abolition of cortical SSEP (Figure 3.19a) and also found that the thalamic

SSEP had decreased by day 7 (Figure 3.19b).
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(a) Cortical SSEP LFP RMS (b) Thalamic SSEP LFP RMS

Figure 3.19: A comparison of cortical and thalamic SSEP's recorded using a bipolar electrode

con�guration shows an immediate loss of cortical SSEP power and a delayed loss of thalamic SSEP

power in stroke mice (red) compared to naïve mice.

3.6.3 Discussion

The use of di�erential recording between twisted electrode pairs was e�ective in isolating local

neuronal activity. This allowed us to detect the loss of spontaneous activity in the cortex due to

stroke (Figures 3.17a, 3.18a) as well as recon�rm the loss of cortical SSEP (Figure 3.19a).

We found a signi�cant decrease in spontaneous thalamic activity in all stroke time-points (Figures 3.17b,

3.18b) but the thalamic SSEP did not decrease until day 7 (Figure 3.19b) which corresponds to the

onset of SND and loss of thalamic neurons [17]. Combining this result with the observation of lost

thalamic SSEP from days 7-28 in the previous section, we observe that thalamic SSEP decreases in

the same timeline as neuronal degeneration.

The immediate loss of spontaneous activity in the ipsilateral thalamus agrees with hypometabolism

recorded by Kataoka et al. on the �rst day after MCAO [134] and re�ects a loss of excitatory cortical

input to the region.

We further inspected the thalamic SSEP waveform and noticed a similar trend in early and late

latency responses (Figure 3.20) to the previous section. However, we know that the cortex is

functionally silent at day 3 (Figures 3.17a, 3.18a) and has no response to stimulation (Figure 3.19a)

and can therefore rule out contribution from corticothalamic feedback. Given the use of a bipolar
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recording con�guration, we also dismiss the possibility of volume conducted potentials. One explanation

is that the thalamic response to stimulation is lost at the onset of SND between days 3 & 7

and the remaining potential is of pre-synaptic origin. However this would disagree with other

electrophysiology experiments [293, 294].
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Figure 3.20: A clear di�erence in Thalamic SSEP Waveforms between Naïve (Blue) and Stroke

(Red) mice by 28 days post-stroke.

An alternate explanation is derived from the origin of the late-latency components from TRN

depolarisation or feedback, as mentioned in the previous section and described in [332]. Retrograde

degeneration of TC neurons is in the early stages at day 3 and signi�cant by day 7, which e�ectively

disconnects the TC neurons from the TRN and thus would abolish the contributions from the TRN

to the LFP signal. There is some chance that TC soma and the synapse with ML �bres remain

intact, as NeuN can be reduced in pathological conditions such as ischaemia without the loss of

cell body [351]. This could suggest that depolarisation of degenerating/damaged thalamic neurons

persists and is recorded through day 28, but there is no transmission by TC neurons to the TRN.
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3.7 Overall Discussion

3.7.1 Deconstructing the Thalamic SSEP waveform

A large amount of ambiguity surrounds the sources of extracellular potentials present in SSEPs

recorded from the VPL. The SSEP recorded in the thalamus may contain: (1) volume-conducted

potentials from nuclei in the somatosensory pathway preceding the thalamus (i.e. cuneate nucleus),

(2) pre-synaptic activity from a�erent �bres to the thalamus, (3) post-synaptic depolarisation of

thalamocortical neurons, (4) volume-conducted potentials from regions proceeding the thalamus

in the somatosensory pathway (i.e. TRN, SS cortex) and (5) feedback containing both pre- and

post-synaptic activity to the thalamus from reciprocally connected regions (i.e. TRN and SS Cortex)

[330].

We identi�ed the post-synaptic depolarisation of thalamocortical neurons as the primary signal of

interest and, like many other groups [293, 295] (also see Appendix A.3), attributed this to the

large negative peak (previously denoted as N1) occurring at a latency of 6-8ms following electrical

stimulation of the forepaw. Our results suggested no change in this early component of the SSEP

waveform, depicted again in Figure 3.21, in the weeks following stroke when there is believed to be

signi�cant loss of thalamocortical neurons.

We did observe a signi�cant loss of activity occurring at latencies later than 15ms post-stimulation

- however this may only re�ect the known loss of corticothalamic activity or contributions of the

TRN. The loss of TRN activity would explain retrograde degeneration of TC neurons in the early

stages of SND, but the persistence of the N1 peak does not suggest TC neurons are dying. Another

source of the early negative potential in the SSEP could be from the POm, a secondary sensory

nuclei of the thalamus, that is activated by peripheral stimulation at a similar latency to the VPL

[352]. However the POm is also known to be a�icted by SND in a similar manner to the VPL [17],

and therefore we would also expect the loss of any contribution to the LFP.

We further break down the early component of the thalamic SSEP in Figure 3.22 into what we

interpret as the pre- and post-synaptic potentials. We had previously recorded the evoked response

in the brain-stem which we found to occur at approximately 4ms (Appendix B.2) and thus attribute

the activity of medial lemniscal �bres to the small biphasic wave occurring at 3-5ms, that is also

associated with initial sharp peak(s) in the MUA trace. Following the pre-synaptic potential is

the post-synaptic potential of thalamocortical neurons at a latency of 6-8ms consisting of a larger

negative peak in the LFP signal and simultaneous unit activity.

One explanation for our results is that the remaining negative potential in the thalamic SSEP after

stroke is purely pre-synaptic. We can not rule this out, but in agreement with other studies suggest
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Figure 3.21: A comparison of thalamic SSEP waveforms recorded from (a) sham and (b) stroke

mice shows the loss of SSEP at latencies greater than 15 ms. (top) Raw LFP signal, (2nd row)

LFP-�ltered signal, (3rd row) MUA �ltered signal and (4th row) spike counts.

the negative potential occurring 6-8ms after fore-limb sensory stimulation is the depolarisation of

thalamocortical neurons.

3.7.2 Lack of Evidence Supporting Hyperexcitability

We have shown the loss of cortical activity, both spontaneous and evoked potentials from day 1

post-stroke (Figures 3.17a , 3.19a & 3.9). We have also shown spontaneous thalamic activity to have

decreased from day 3 post-stroke (Figure 3.17b & 3.18b) and the decrease in parts of the evoked

potentials starting from day 7 (Figure 3.19b) in alignment with the onset of SND.

However, we have not captured any signs of hyperexcitability that may be linked with an excitotoxic

insult to thalamic neurons. One possible explanation is the in�uence of anaesthesia masking

hyperexcitability, another is that aberrant neuronal activity only occurs in the immediate hours

following injury [288]. These limitations along with others are explored in the following subsections.
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Figure 3.22: Decomposition of the early components of the thalamic SSEP waveform in a sham

and stroke mouse. The very early component (blue line) occurs at 3-5 ms post-stimulation and likely

represents the pre-synaptic potentials from medial lemniscal �bres. The next early component (red

line) is a negative peak occurring at a latency of 6-8 ms post-stimulation and likely represents the

depolarisation of thalamocortical neurons. Following these two early peaks are possible contributions

from TRN and corticothalamic feedback that is mostly abolished in stroke mice.

3.7.2.1 E�ect of Anaesthesia

Anaesthesia is necessary to place the animal in a comfortable and safe state during surgery (inducing

unconsciousness, amnesia, analgesia and immobility [353]). Although the complete set of mechanisms

have not been elucidated it is believed to be a combination of a general inhibition of neurons and

a disruption of coherent activity [354]. At a molecular level anaesthetics are known to modulate or

agonise/antagonise ligand-gated ion channels and inactivate voltage gated ion channels [354] thereby

inhibiting neural activity and cognitive functions of speci�c brain networks [353, 355]. Of note, Lobb

et al. found that the choice of anaesthetic on thalamic recordings had a more signi�cant e�ect on

neuronal activity than the underlying pathology being investigated [356].

We re�ect on the use of Ketamine/Xylazine as an appropriate anaesthesia for electrophysiological

experiments. While cortical and thalamic activity is still present under K/X, as opposed to the

abolishment of cortical potentials under other anaesthesias such as Iso�urane (see Appendix B.5),

it is not without signi�cant e�ect on activity within these regions. Of note we have found evidence

in the literature that K/X suppresses activation of layer VI cortical neurons to sensory input [115].

This is a very signi�cant �nding as these layer VI CT neurons project to the VPL and provide
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feedback and modulation. Therefore it is likely that this suppression via K/X mimics the e�ects of

stroke in removing CT in�uence over the thalamus. Hence any `hyperexcitability' generated by the

loss of CT feedback caused by stroke could be present in the intact network under K/X anaesthesia.

As was explored in Chapter 2, via computational models, the loss of excitatory CT input can switch

neurons in the thalamus from a tonic to bursting �ring mode, which is supported in recordings from

a model of cortical lesion in the rat [115]. Given the functional disconnection of the cortex back to

the thalamus under K/X, it is likely that TC neurons also switch to a burst mode. This would mean

hyperexcitability, as de�ned by bursting to sensory input, exists in both sham and stroke mice.

Further evidence to support the presence of thalamic bursting under K/X is the large `P2' wave in

thalamic FL SSEPs recorded from sham mice (Figure 3.11a) and the presence of oscillatory waves

in the late-latency component of the waveform (see Appendix B.3). These were hypothesised by

Andersen et al. [332] to be the hyperpolarisation currents induced by TRN feedback to TC neurons,

and we support this claim with simulated results in Appendix B.6. Given that TC neurons burst to

sensory input, this would trigger bursts in TRN neurons (also explored in Chapter 2) and therefore

large hyperpolarisation currents back to TC neurons that we recorded under K/X. Hyperpolarisation

of TC neurons de-inactivates the T-Type Ca2+ channels triggering bursting upon repolarisation,

which triggers bursting of TRN neurons thus creating these oscillations.

Urethane does not exert a signi�cant e�ect on layer VI CT neurons [357] and may explain the lack of

distinct positive wave and oscillatory behaviour others have recorded in thalamic SSEPs [293, 329],

and also the presence of a distinct corticothalamic feedback wave in their recordings.

A burst-response by TC neurons �ts the evidence of hyperexcitability that others have recorded in

the thalamus after stroke (or cortical lesion/suppression). Unit recordings show direct evidence of

bursting and after-discharges [115, 289, 288] and it is thought that bursting drives the increased

amplitude of SSEP waveforms recorded by others [337, 290].

Alternatively, Anderson et al. [338] proposes that K/X anaesthesia triggers hyperactivity in both

the thalamus and cortex, at least in the gamma band, but reduces evoked gamma-band activity in

sensory evoked potentials. This is another mechanism by which K/X could mask hyperexcitability.

The other indication of excitotoxicity was hypothesised to be an increased excitation via extracellular

glutamate released from degenerating corticothalamic neurons and the triggering of extra-synaptic

NMDARs. Given that the primary mechanism of K/X anaesthesia is as an NMDAR antagonist [358,

359], this e�ect may be masked. This point also explains the indication that Ketamine suppresses

excitotoxic cell death after stroke or TBI [360, 361].
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3.7.2.2 Time-point of recordings

A possibility is that recordings made from day 1 post-stroke have missed the period of hyperexcitability

that would align with an acute release of glutamate from CT neurons lost in the infarct. As described

by Ross et al. [288], there are signi�cant changes in excitability immediately after cortical ablation

that abnormally �uctuated for several hours following.

3.7.2.3 Signal Quanti�cation

Finally, we re�ect on whether our methods for quanti�cation are suited to predict hyperexcitability.

The previous works, described in Section 3.2.2.1, measured changes in thalamic activity by comparing

�ring rates and amplitudes or spike/unit counts of SSEPs, all of which we have investigated. Studies

assessing hyper-excitability speci�cally in the ventrobasal thalamus in the context of Spinal Cord

Injury (SCI) have used the same [362, 312, 363, 293, 364].

From our simulated SSEP studies, we showed that increased activity of thalamic neurons (i.e. action

potentials generated in response to stimuli), did not necessarily correlate with the amplitude of

the LFP waveform (Figure 2.5), but instead represents the magnitude of post-synaptic currents.

Post-synaptic currents re�ect a combination of pre-synaptic neuronal activity (i.e. time-course of

glutamate in the synapse) and resting membrane potential of the post-synaptic neuron. In most

cases, increased post-synaptic currents would generate increased activity of the post-synaptic neuron,

but the state of the neuron also needs to be accounted for. Therefore if pre-synaptic activity of ML

or STT �bres hasn't changed, which we don't expect after stroke, there may not be an increase in

the amplitude of the LFP potential.

Unit-activity on the other hand would give a direct measurement of the activity of thalamic neurons.

Given the relatively large electrodes we have used (125µm diameter), a large number of neurons are

sampled simultaneously, resulting in a signi�cant number of overlapping spikes which can often

appear as a single spike in MUA traces. Therefore, an increased number of synchronised thalamic

action potentials to medial lemniscal input may only appear, and be detected as, a single spike

event. The issue of spike detection in MUA recordings and our proposed methods are detailed in

the following chapter.

3.7.3 No evidence for the loss of evoked Thalamic Potentials

With some uncertainty surrounding the origins of each component of the thalamic SSEP waveform,

we question the possible scenarios in which the N1 peak is in fact the depolarisation of TC neurons
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that others have described [293, 294, 302], and why it may persist through the progression of SND

when thalamocortical neurons are believed to be lost. Three possible scenarios are considered: an

insigni�cant loss of TC neurons, counteracting e�ects of cell loss and hyperexcitability and a possible

bias in recording methods.

3.7.3.1 Insigni�cant Cell Death

Loss of TC neurons after PT stroke in rodent models is commonly assessed by counts of NeuN+

or Nissl stained neurons in preserved brain slices. These two stains bind speci�cally to neuronal

nuclear antigens or Nissl bodies respectively that are exclusively found in neurons. Estimates from

previous studies suggest an approximate 30% reduction in NeuN or Nissl-positive cell counts at 28

days post-stroke [150, 149, 365, 122]. This however may underestimate the actual loss of neurons,

due to the shape of window used to extract ROIs that often includes spared regions in neighbouring

nuclei.

Given a predicted e�ect size of 30% for the decrease in thalamic evoked potential (assuming the

number of responsive neurons is proportional to the amplitude), Type 1 error rate of 0.05(α), power

of 80% (β = 0.2) and standard deviation up to 20%, we had the statistical power to �nd signi�cance

in our Study1 results given we used n=7 for each group.

NeuN has been used for decades as a neuron-speci�c marker in neuroscience [345, 344], but there has

been questions over its ability to accurately indicate neuronal loss [351]. In particular it has been

shown that neurons lose expression or immunoreactivity of NeuN after metabolic stress or axotomy

[351, 366], both of which are believed to a�ect TC neurons after stroke. These neurons may be

injured, and depleted of the NeuN protein but maintain cellular integrity [351] and can replenish

NeuN in the following days and weeks [366]. Similar evidence has been found with the expression

of Nissl bodies after axotomy [367].

Interestingly, Kluge et al. [17] found that the area of NeuN+ cell loss in the ipsilateral thalamus

although peaking at day 28 post-stroke was no longer signi�cant by day 56, suggesting a mechanism

for repopulation of mature neurons [17]. There may be a possibility that TC neurons lose NeuN

expression but survive and replenish stores in days 28-56 when the pathological environment has

settled and in this case NeuN may overestimate the level of neuronal loss. However it is also

readily explainable by neurogenesis, which has been found to occur in the peri-infarct cortex and

hippocampus following stroke [368, 369].
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3.7.3.2 Counter-e�ects of Cell Loss and Hyperexcitability

Two of the hypotheses investigated in this chapter were that of thalamic hyperexcitability followed

by progressive thalamic cell death. Since no conclusive evidence was found either way it could be

possible that a smaller number of hyperexcitable neurons compensate for those lost which evens out

the loss of response. As found by Paz et al. , surviving thalamocortical neurons after PT stroke

were injured and become hyperexcitable [106].

3.7.3.3 Recording Procedure

Although the �rst set of recordings were taken from �xed electrode coordinates, all others since have

'optimised' the electrode position to that where the greatest response to stimulation is found. If a

subset of surviving neurons are clustered together around the electrode this may give the appearance

of normal activity, even if other adjacent populations of neurons are lost.

3.8 Summary

This chapter has detailed our investigation into the electrophysiological changes in cortical and

thalamic populations of neurons after stroke. We con�rmed immediate abolition of cortical activity

and we have shown decreased spontaneous activity in the thalamus from the �rst day post-stroke.

Thalamic neurons were found to still respond normally to peripheral stimulation in the �rst week

but were altered at the same time as the onset of SND. This is the �rst time that spontaneous and

evoked responses in the thalamus have been recorded in a mouse model of PT stroke and the �rst to

relate it to SND. Further work is required to isolate the exact neuronal sources of activity present

in thalamic SSEPs so de�nitive conclusions can be made.
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Chapter 4

Spike Detection from MUA

Recordings

This chapter introduces a new method of neuronal spike detection to discriminate overlapping spikes

in multi-unit recordings. Improvement in spike detection allows researchers to obtain a better

understanding of neural coding and receptive �elds, take more accurate measures of �ring rates

and apply these �ndings to the diagnosis and treatment of medical conditions.

4.1 Introduction

The detection of neuronal spikes in extracellular recordings is a key tool in understanding and

quantifying neuronal function. This helps researchers gain an understanding of cognitive function

and the ability to discriminate between healthy and pathological medical conditions. Recordings of

Multi-Unit Activity (MUA) contain voltage spikes generated by action potentials from a multitude

of neurons in close vicinity to the probe. Neural probes used for recording simultaneous MUA

and Local Field Potentials (LFP), with greater electrode contact size, allow e�ective recordings of

population-wide dynamics but at the expense of the discrimination of individual spikes. Neurons

in local populations often �re synchronously [370], which combined with a greater number of

simultaneously recorded neurons, gives a high probability that two spiking events will overlap. This

overlap can cause the spike waveforms to cancel out or merge together giving the appearance as one

event, which conventional spike detection algorithms struggle to discriminate. Without the accurate

discrimination of overlapping spikes, �ring rates will be underestimated and there will be a loss of
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information crucial to studies of neural coding. A typical MUA recording from a microwire electrode

is shown in Fig 4.1.
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Figure 4.1: Example MUA recording depicting densely overlapping spikes.

Spike detection is most commonly performed using an amplitude threshold. A threshold is set

manually or as a function of statistical measures of the signal [371], and discriminates spikes as

occurring at each threshold crossing. This method performs well in signals having high Signal-to-Noise

Ratio (SNR), however fails in low SNR environments and is complicated by the presence of overlapping

spikes in how to e�ectively resolve multiple adjacent threshold crossings.

Non-linear energy transforms have been shown to improve performance in low SNR environments

[372, 373, 374], but lack resolution in overlapping spikes. This is largely due to the windowing e�ect

of the energy operator, that smooths the output of two closely overlapping spikes into a single peak

(see Fig 4.6).

Methods implementing template matching [375, 376, 377, 378, 379] seek an optimal set of �lters,

either using entire spike waveforms or a reduced set of features, to distinguish spikes from the rest

of the signal. Matched �lters provide the optimal level of detection in low SNR environments in the

presence of white Gaussian noise [380]. Without prior knowledge of the spike waveforms, additional

methods are required to build the set of �lters and therefore the performance highly depends on how

well these spike waveforms approximate the real extracellular spikes.

The above methods are e�ective in discriminating spikes with su�cient temporal separation, but

su�er when multiple spikes exist in close proximity. To overcome the speci�c problem of overlapping

waveforms several methods have been proposed [381, 382, 383, 377, 384, 385, 378, 386]. The simplest
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is to subtract the detected spike waveforms (based on the template matching approach) from the

signal and re-analyse the residue, however inaccuracies in the spike model produce additional noise

and transient spikes in the residue [387].

Other methods compare a library of overlapping templates to every detection of a possible spike.

Accounting for all time separations and di�erences in amplitudes is computationally expensive and

infeasible in on-line processing. Methods have been proposed to reduce the computational burden by

shrinking the template dictionary and/or by using greedy algorithms [381, 382, 388, 384, 385, 378].

These algorithms utilise individual templates for single units and their performance is tested in very

simpli�ed models of MUA data where single units are readily discriminated. In denser MUA data

(often with more than 10 units) single units are not readily separated, therefore only generalised

spike waveforms can be used. This additionally requires for the amplitude of each spike waveform

to be solved, and forgoes probabilistic approaches able to bene�t from prior spike train information

from each unit [382, 384, 385, 378].

Here we present an algorithm to detect and resolve overlapping spike waveforms in a two step

procedure. The �rst step detects and discriminates spike waveforms that are likely to describe the

MUA signal and obtains their corresponding time-shift. The second step of the proposed method

focuses on resolving overlapping spike waveforms. Both steps rely on recent developments in sparse

optimisation techniques to allow fast algorithm execution. Finally we introduce a novel refractory

period policy to improve the performance of standard spike detection algorithms in the presence of

overlapping spikes.

4.2 Methods

This section describes a novel two step procedure for spike detection and resolution of overlapping

spike waveforms. To compute the amplitude and time-shifts of overlapping spikes, methods based on

sparse optimisation [383, 59] have shown promising results. Such methods are guaranteed to resolve

overlapping spikes under suitable conditions [389, 390] expressed in terms of the mutual coherence

of the dictionary of spike waveforms, {wi}ni=1, and that is given by:

µ = max
i 6=j

wT
i wj

‖wi‖‖wj‖
(4.1)

The mutual coherence measures the ability of a spike waveform dictionary to resolve overlapping

spikes and it has been used in the development of algorithms such as the Continuous Basis Pursuit

(CBP) method to resolve overlapping spikes [383]. To take into account that the overlapping spikes
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(a) Original waveform dictionary.
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(b) Extended waveform dictionary.
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(c) Global waveform dictionary.
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(d) Main peak amplitudes assigned to each

waveform.

Figure 4.2: First stage of the proposed method. Figures 4.2a-4.2c show the steps taken to construct

the global waveform dictionary. Figure 4.2c illustrates the outcome of the �rst stage of the proposed

method.
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Figure 4.3: Illustration of a local waveform dictionary (middle) that can resolve overlapping spikes

in the MUA signal (top).

may be shifted in time, Ekanadham et al. [383] extended the original dictionary of spike waveforms

shapes with regularly spaced time-shifted spike waveforms. The time-shifted waveforms should be

separated enough to ensure that the sparse optimisation algorithm can resolve the overlapping spikes.

This approach helps to avoid testing for all possible waveforms and time-shift combinations which

grow exponentially with the number of overlapping spikes to be considered [383]. The method is

applied over batches of data and it performs well in practice, but it may su�er from inconsistencies

at the points close to the data batch borders. Additionally, the method used by Ekanadham et

al. [383] considers an extended waveform dictionary that may include spike waveforms which are

slightly misaligned with respect to the generating data.

We propose to resolve the amplitude and time shifts of the overlapping spikes in a two step procedure.

The �rst step uses a global waveform dictionary that is applied over the whole data set to discriminate

between candidate waveform shapes and to �nd their respective time-shifts. To this end, a sparse

optimisation problem is solved for each data sample with the peak location, peak magnitude and spike

waveform of the dominant spike being recorded. This �rst step uses a global waveform dictionary in

which the spike waveforms are mostly misaligned between them. This means that when analysis is

performed on the current sample, the method is not testing if the peak of the spike is located at the

current sample, but if there is a spike in the neighbourhood of the current sample that is consistent
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with a waveform from the global dictionary. The sparse optimisation computation results in a spike

being selected as the dominant spike, forcing neighbouring spikes to compete to be selected.

The second step of the proposed procedure uses the outcome from the �rst step containing the spike

waveforms and time-shifts of the spike candidates. This information is then used to construct a

(local) waveform dictionary of time-shifted spike waveforms that may better describe the measured

signal at a local level. This local waveform dictionary is used in a sparse optimisation problem to

resolve overlapping spikes by selecting a subset of spikes from the spike candidates and estimating

their amplitude. The local dictionary only considers a few samples at a time and this may deteriorate

the ability of the algorithm to resolve spikes located at the end of the considered window. To

overcome this issue, we propose to only accept the �rst occurring spike estimated within the time

window. Thus, the sliding window provides a preview of the data that may help to resolve overlapping

spikes at the beginning of the current time window and help to mitigate the adverse e�ects introduced

by overlapping spikes that are partially contained within the sliding window.

The rest of this section provides details on each component of the proposed algorithm.

4.2.1 Construction of the global spike waveform dictionary

First, a spike waveform dictionary is obtained from an initial set of spikes discriminated by a

conventional amplitude threshold. The waveforms are extracted and grouped into clusters via a

standard k-means procedure, and the centroids of each used as the initial spike waveform dictionary

with the main peaks of each waveform aligned (Figure 4.2a).

An extended waveform dictionary is then constructed from time shifted copies of each spike waveform

in the initial dictionary (Figure 4.2b). Next, the extended waveform dictionary is reduced to form

a dictionary with a mutual coherence less than a prescribed value that ensures the resolution of

overlapping spike under suitable assumptions. Here, the value of µ ≤ µmax = 1/k is used where k is

the maximum number of overlapping spikes to be considered, see [390] for further details.

The threshold in the mutual coherence is based on the result provided in Herzet et al. [390] that

guarantees the greedy sparse optimisation algorithm resolves the sum of k dictionary elements if:

µ < min

{
1

k
,

1

2(k − 1)α+ 1

}
, with

1

2
≤ α ≤ 1 (4.2)

where α is the decay rate of the coe�cients of the true sparse solution. This result is based on the

analysis of a worst-case scenario, and less conservative thresholds have been proven for the average

case (see [391]). Here we assume that α = 1/2.
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The global spike waveform dictionary is constructed by an iterative algorithm that at each iteration

selects a pair of time-shifted waveforms from the extended waveform dictionary having the largest

cross-correlation. Between the two selected time-shifted spike waveforms, the time-shifted waveform

corresponding to the waveform having more time shifted copies is discarded from the extended

waveform dictionary. The iterations are repeated until the resulting dictionary satis�es the mutual

coherence upper limit.

Notice that the main peaks of the waveforms in the resulting global spike waveform dictionary are,

in general, not aligned with each other (Figure 4.2c).

4.2.2 Selection of the dominant peaks

Once the global spike waveform dictionary has been computed, this is used to solve a sparse

optimisation problem over a sliding window. The sparse optimisation solution is used to determine

the possible location and corresponding waveform of the candidate spikes (Figure 4.2d).

The sparse optimisation problem to be solved is given by

min
x∈R

‖yt−m:t−1 −Wx‖22 (4.3)

subject to ‖x‖0 ≤ k (4.4)

where W ∈ Rm×n is the global spike waveform dictionary, yt−m:t−1 ∈ Rm is the vector of measured

samples for the current time window. The solution of (4.3) is given by x(t) ∈ Rn and it contains

at most k non-zero elements. Computing the optimal solution of (4.3) is computationally expensive

due to the combinatorial nature of the problem. However, an approximate solution of (4.3) can be

obtained using greedy algorithms such as Orthogonal Matching Pursuit (OMP) [392] and Orthogonal

Least Squares (OLS) [393]. Since (4.3) is solved over a sliding window, the number of sparse

optimisations during this stage of the proposed procedure is equal to the number of measured

samples to be analysed. Thus, e�cient implementations of OMP and OLS are needed such as the

ones described in [394, 395].

To determine the waveform of the candidate spike and its corresponding time-shift, the �rst dictionary

element selected by a greedy algorithm computing x(t) is selected as the dominant spike waveform

within the current time window. Next, the time-shift and amplitude of the main peak is recorded

as well as its corresponding spike waveform index. Because the main peaks in waveform dictionary

W are not aligned with each other, nearby spikes mutually exclude each other to be selected as the

dominant spike within the sliding window. This may help to reduce the incidence of false positive

detections in low-SNR scenarios.
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If a peak location is selected more than once as the dominant peak, the resulting peak magnitude is

the average over the peak magnitudes at that location.

The sliding window approach we implement is di�erent from the approach considered by other

methods based on sparse optimisation. For example, Ekanadham et al. [383] solved the sparse

optimisation problem over contiguous non-overlapping data blocks.

4.2.3 Construction of the local waveform dictionary

The previous step provides time-shifted spike waveform candidates that approximate the measured

samples over the current time window much better than the global waveform dictionary. At each

sample for which at least one main peak value has been computed, the waveform having the largest

peak magnitude is assigned to that sample. Next, contiguous samples having the same waveform

and the same main peak sign are grouped together and the sample within the group having the

largest main peak is selected as a candidate for inclusion in the local waveform dictionary. Long

groups are split to consider the possibility of overlapping spikes with the same waveform. Once

all the time-shifted waveform candidates within the current time window have been included, a

local waveform dictionary is obtained by computing a regression matrix having mutual coherence

satisfying µ < µmax. This is done by using an iterative procedure like the one used to construct the

global spike waveform dictionary. However, for the local waveform dictionary the decision of which

waveform is discarded from the dictionary is not based on the number of copies of the waveform

amplitude, but is based on the amplitude of the main peak. See Figure 4.3 for example of the local

dictionary.

Remark 1. The condition µ < µmax ensures that spike waveforms which are similar to each other

and/or too close to each other are not included in the local waveform dictionary because they are

indistinguishable from each other and cannot be distinguished by the proposed method. Thus, the

construction of waveform dictionaries with reduced mutual coherence is an important element of the

proposed method.

4.2.4 Moving horizon spike resolution

Next the local waveform dictionary is used to resolve potential overlapping spikes using a sparse

optimisation problem. A sparse optimisation problem similar to (4.3) is solved using a local waveform

dictionary W(t). Each of the spikes estimated by the local sparse optimisation problem is then

compared against a given spike magnitude threshold. If more than one spike is larger than the

threshold, then only the �rst occurring spike is included in the estimated signal. The next local
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sparse optimisation problem only considers candidate spikes that are located after the peak of the

recently considered spike. This means that the next local sparse optimisation problem may consider

a part of the data that has been already considered in the previous iteration.

Remark 2. When the spike waveforms are consistent over several experiments, the proposed method

can be implemented online using a moving window for each stage of the proposed approach.

4.2.5 Resolving Overlapping Spikes in Conventional Methods

Conventional spike detection methods can detect spike events but fail to e�ectively discriminate

multiple overlapping spikes, as seen in Figure 4.4. A refractory period is often implemented to avoid

double detection caused by threshold crossings from multiple peaks of a single waveform [396]. This is

done by setting a period (typically 1ms) in which only one spike can be detected. The approach works

well in single unit recordings or in MUA with low number of units, as the biophysical mechanisms

for action potential generation limit the time in which successive action potentials may be produced.

A direct trade-o� exists between setting a refractory period duration to prevent double detection

and the di�erence in spike times of overlapping spikes that can be resolved.
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Figure 4.4: Limitations of conventional detection methods on two overlapping spikes: Amplitude

Threshold (top) - 3 threshold crossings are present for only 2 real spikes with the largest being

neither of the real spike peaks. mTEO (middle) - only a single peak in the output. Matched Filter

(bottom) - 3 adjacent peaks result from the convolution of known waveforms (that include both

positive and negative peak values).
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Figure 4.5: Separating detection of positive and negative spike peaks in the amplitude threshold

method. (False Positive circled red, False Negative circled orange).

We propose a simple amendment that can improve the performance of amplitude threshold detection

by introducing a signed dependent refractory period policy. A single action potential can produce

multiple peaks above a given threshold, most commonly a single large peak with smaller, adjacent,

opposite-polarity peaks. By allowing a smaller refractory period for threshold crossings of the same

polarity it is unlikely to detect the same spike twice, but allows detection of overlaps up to this degree.

A normal (1-1.5ms) refractory period can be used for adjacent crossings of opposite polarity. Simply

put, negative threshold crossings are considered �rst using a short refractory period (0.5ms) followed

by any missed positive polarity spikes that are ≥ 1ms away from existing spikes (See Figure 4.5).

By using only a single-signed threshold for detecting spikes, the number of double detections and

therefore false positives is reduced. However, extracellular action potential waveforms vary due

to neuronal geometry and distance and orientation to the electrode and unless both positive and

negative thresholds are used, spikes lacking a large peak of that polarity will not be detected.

A similar adjustment can be applied to the mTEO algorithm. The shortfall with the conventional

method is the output over two overlapping spikes can produce a single local peak. See in Figure 4.6a

how taking all local maxima above the threshold can provide better resolution of overlaps, however

only up to a certain degree until a single local peak results from two spikes. By splitting the signal

into positive and negative components and applying the mTEO algorithm, the improved SNR is

maintained but with additional distinction of adjacent peaks. Alternatively, the window size or

resolution can be reduced for the original implementation to give detail of adjacent peaks, but this

loses information on polarity. The same refractory policy as above can be applied to the new mTEO

output by taking all output peaks from one polarity combined with those of the other polarity

greater than 1ms away.
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(a) Original mTEO with local maxima detection.
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(b) Modi�ed mTEO with split positive/negative detection.

Figure 4.6: Performance of the modi�ed mTEO algorithms on overlapping spikes.
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(a) Signal 1: Uniformly Spaced Spikes.
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(b) Signal 2: Overlapping Spikes.

Figure 4.7: Preview of simulated recordings (spike times indicated by arrows).

4.3 Results

4.3.1 Establishing a Ground Truth

To illustrate the performance of the proposed method a simulated signal with known spike times is

constructed using a database of recorded spike waveforms to form a ground truth (from [397, 398]).

A small number of simulated neurons (approximately 20) are assigned a unique spike waveform,

amplitude for a desired SNR and a �ring rate (U ∼ [0.5, 4.5] Hz). Spike trains are generated with

Poisson distributed Inter-Spike Intervals (ISIs) and a renewal process equal to a refractory period

of 1ms [399]. To replicate the level of overlap typical in MUA recordings, both a correlation in

the spike times (representing the synchronous �ring of neurons in a local population) and bursting

(short periods of repetitive �ring common in certain neuronal types) were added. Synchronous

�ring is implemented by creating the Poisson distributed spike trains by sampling from correlated

uniform distributions [400]. The spike trains from each neuron are then shifted in time by a value

sampled from the normal distribution (µ= 0, σ = 50ms) to prevent them all occurring at the same

time point and creating an overlapping sequence of spikes. Bursting is incorporated using a Poisson

distribution (µ = 1) to give the number of spikes to occur at each spike event generated by the
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previous spike train, with inter-spike interval sampled from a Poisson distribution from 1 to 4ms

[399]. Any adjacent spike times within 0.5ms are removed to establish a practical test for the spike

detection algorithms and prevent complete cancellation of waveforms.

Noise is added to the generated signal as a combination of white Gaussian (external/electrical)

noise and biological noise consisting of tiny (1uV) spike waveforms added at each sample of the

signal, which reasonably replicates frequency content and point distributions of noise from real

recordings [398]. The signal is then �ltered to a typical MUA bandwidth using a zero-phase, 4th

order, Butterworth, band-pass �lter with corner frequencies of 0.25 and 5 kHz.

Two test signals are generated:

1. Uniformly-spaced spikes (no overlap)

2. Correlated spike trains (signi�cant overlap)

Example traces from these signals are shown in Figure 4.7.
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Figure 4.8: Example set of spike waveforms used in the simulated signals.

4.3.2 Comparison with existing methods

The performance of each algorithm is evaluated using Receiver Operating Characteristic (ROC)

curves, using a varied threshold, to establish the percentage of correct detections as a function of

the False Positive Rate (FP Rate).

The performance of the proposed method is compared against three other commonly used algorithms:
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1. Amplitude Thresholding: Simplest and most widely used method in the literature.

2. mTEO: Most popular and best performing energy-based spike detection method [373]. Here

the equivalent resolutions of k = {1,3,5} samples at 10kHz are used.

3. Matched Filter: A set of known matched �lters applied to set an upper limit for template/�lter

based algorithms.

In these results a generous matching threshold is used - a spike time must be ≤ 1ms from the largest

peak of the true spike waveform when inserted into the signal. If a single spike time is designated

between overlapping spikes (as seen in the middle of two spikes in Figure 4.4), it is not considered

a false positive, however only the closest real spike is classi�ed as detected.

The following sections show the performance of the proposed method on simulated data, where

it achieves a perfect 100% detection rate with zero false positives given non-overlapping spikes

and shows enhanced performance on overlapping spikes against conventional methods. The new

refractory policy also shows improvements in detection rates against conventional polices when it

comes to overlapping spikes.

4.3.3 Amplitude Thresholding

A refractory period ensures that only a single spike, with the maximum amplitude, in the given time

window is detected.

Figure 4.9 shows the results of varying this time window. With uniformly spaced spikes (33ms

ISI), the longer refractory period obviously performs best. However this limits the detection rate

for overlapping spikes. The novel refractory policy (Amplitude*, light blue line) provides the best

trade-o� between detection rate and false positives.

The novel refractory policy has the bene�ts of a single-signed threshold in reducing double detections,

but by also considering peaks of the opposite polarity improves the detection potential. See in

Figure 4.10 how this improves detection rate against a single-signed policy with little e�ect on false

positives. This e�ect is enhanced in low SNR environments, see later in Figure 4.17.

4.3.4 mTEO

The novel refractory policy is implemented on the modi�ed mTEO algorithm and compared against

the proposed method and conventional mTEOmethods. Conventional mTEO and with local maxima

detection also achieve perfect results on the well spaced spike signal, but the detection of overlapping
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Figure 4.9: Performance of the proposed method against conventional amplitude thresholding and

new refractory policies.

spikes is limited. A high true:false positive ratio is achieved but they are ine�ective in resolving the

remaining overlapping spikes. The modi�ed mTEO* method does not su�er the same limitations

and can resolve additional overlapping spikes with no great expense of false positives, see Figure 4.11.

4.3.5 Matched Filters

Given a su�cient refractory period applied to the matched �lter output it can achieve a perfect result

in the case of well separated spikes. However applying this same refractory period to a signal with

overlapping spikes, directly limits the detection potential. As seen in Figure 4.12 a large refractory

period ensures a high true:false positive ratio but the number of spikes that can be detected is

severely limited.

4.3.6 Performance in Low SNR

The performance of the proposed method and refractory policies are now assessed under a low SNR

environment, herein the SNR is calculated (similar to in [373]) by:

SNR =

√
E[Speak]2

E[N2]
(4.5)

Where Speak is the distribution of peak values as they appear in the test signal without noise and

N is the pure noise signal.
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Figure 4.10: Comparison of the new refractory policy and a single (negative) polarity policy.

Two new signals are generated by adding further white, Gaussian noise to the simulated signals from

above. Table 4.1 gives the resultant SNR's for all signals used, and examples of the new traces are

shown in Figure 4.13.

SNR

Signal Normal w/ Added Noise

Uniform 8.43 3.15

Correlated 9.57 3.58

Table 4.1: Simulated Signal SNR's

The following Figs. 4.14, 4.15 & 4.16 show the performance of the proposed method and conventional

refractory policies in a low SNR environment. An additional result, denoted Proposed*, shows the

performance of the proposed algorithm given that the spike shapes are learnt from the previous

high SNR signal. This shows the potential performance if spike shapes can be better learnt in low

SNR environments, and how it signi�cantly outperforms the other methods. Matched �lters provide

the best performance given well-spaced spikes, closely followed by the proposed method. Given

overlapping spikes the proposed method is on par with the best of the conventional methods and

the improved refractory policies. Considering that, especially in low SNR environments, the perfect

matched �lters are unobtainable, the proposed method is still the best option.

Figure 4.17 re-iterates that, in low SNR environments, only considering a single-signed threshold,

forgoes detection of a considerable number of spikes without a signi�cant peak in that direction.
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Figure 4.11: Performance of the proposed method against the conventional mTEO and new

refractory policy.
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Figure 4.12: Performance of the proposed method against conventional matched �lter with

refractory periods.
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Figure 4.13: Preview of simulated recordings with low SNR.
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Figure 4.14: Amplitude threshold performance in low SNR signals.
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Figure 4.15: Performance of mTEO algorithms in low SNR signals.
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Figure 4.16: Performance of matched �lter algorithms in low SNR signals.
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Figure 4.17: Comparison of the new refractory policy and a single polarity policy in low SNR

recordings.
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4.3.7 Real Data

The performance of the proposed method on real data is shown in Figure 4.18, alongside simulated

data, where the estimated signal is reconstructed. The autocorrelation of the residual in the

simulated signal well-approximates the known residual, Figure 4.19b, and a similar trend is evident

from the residual of the real signal, Figure 4.19a.
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Figure 4.18: Estimation of real and simulated signals by the proposed method and the resultant

residuals.
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Figure 4.19: Autocorrelation of residuals from the proposed method applied to real and simulated

datasets.
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4.4 Discussion

The spike detection algorithm outlined in this chapter provides a novel way of extracting spike

times and resolving overlapping spikes in MUA recordings. As shown here, the methods are able

to outperform conventional techniques and potentially improve current neurological diagnostics and

treatments.

As mentioned in Section 4.2, this algorithm can be implemented in real-time and provide online

spike detection, provided a preliminary recording period or prior data are available to learn the

spike waveforms. This allows use in real-time neural control systems for treatment, such as for

epilepsy and Parkinson's Disease [401, 402], or brain-computer-interfaces.

The bene�t of using microwire electrodes or others with relatively large contact sizes (100+ µm in

diameter) is the ability to sample an entire sub-population of neurons at once. Action potential

waveforms are believed to be recorded up to 140 µm from the electrode [403]. This allows a

population-wide recording from a single electrode. Alternatively, arrays of smaller electrodes can be

used to sample single or a small number of neurons, in which spike detection can be performed more

e�ectively, and combined to give a population wide measure. This however incurs higher costs for

electrodes and ampli�ers while requiring accurate spike sorting to ensure spikes from single neurons

are not counted multiple times on adjacent channels [404].

Nevertheless, there is widespread use of microwire electrodes for population-wide recordings with

dense, overlapping multi-unit activity. To quantify the neuronal activity present it is necessary to

extract spike times from these signals. Therefore this work presents a new algorithm e�ective in

discriminating spikes from this type of signal.

The algorithm can be readily implemented in spike-sorting applications [371, 377, 378], where spike

times of individual neurons are extracted in the study of neural coding, receptive �elds or for

individual unit �ring rates. Given a set of initially detected single unit templates, the algorithm well

describes the limit of overlap that is possible to detect based on the mutual coherence of the spike

waveform templates.

The novel refractory period policy described has shown to increase the detection rate of conventional

methods in signals with highly overlapping spikes. By implementing the signed-policy and considering

only one polarity in the window of considerable overlap between waveforms, multiple distinct spikes

can be discriminated without double detections of opposite polarity peaks. Including an opposite

polarity check at a longer refractory period ensures that spike waveforms without a considerable peak

in the �rst direction can still be detected, which is especially important in low SNR cases where only

a single peak is evident. We used a short refractory period for the negative polarity as most spike
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waveforms recorded on single ended probes consist of a large negative peak. As mentioned in the

previous section, the exact spike waveform largely depends on the neuronal and electrode geometries

as well the relative locations and orientations, see [317] for an example of how the waveform produced

in extracellular space varies with location around the neuron. With prior knowledge of the type of

neurons being recorded and expected spike waveforms or some supervision, the refractory policy can

be set to favour a particular polarity. With di�erential recordings, such as with stereotrodes, and

assuming similar arrangements of neurons at each electrode site, the favoured polarity is arbitrary.

4.5 Summary

This chapter has introduced a new method of spike detection e�ective in resolving overlapping

spikes. It has also introduced a new refractory period policy that can be used with conventional

spike detection algorithms to improve their performance in the presence of overlapping spikes. Either

of these methods can be used to improve the detection of spike times in dense MUA recordings with

many overlapping waveforms.
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Chapter 5

Deep Brain Stimulation

This chapter outlines the investigation into DBS as a treatment method for SND. A pilot study

of DBS as a potential therapy to limit SND in a mouse model of PT stroke is conducted. This

limited study did not show any signi�cant improvements, likely due to the low number of animals

used. However it did determine an e�ective set of stimulation parameters, a safe DBS protocol and

uncovered areas worth further investigation.

5.1 Introduction

Deep Brain Stimulation is used for a wide variety of neurological disorders, but here we investigate its

use in preventing SND in the VPL after stroke. Given our results in previous chapters we propose two

potential treatment strategies using DBS: (1) prevent the e�ects of excitotoxicity and (2) promote

recovery and pro-survival signalling. Applications for each of these strategies are explored below

before determining the latter option provides a greater chance of e�ectiveness.

5.1.1 Anti-excitotoxicity

One option is to suppress the excitotoxic insult that is believed to be a major contributor to SND.

We determined the most likely source of excitotoxicity is the spillage of glutamate from degenerating

corticothalamic axons into the extracellular space in the thalamus. Unlike the proposed use of DBS

to reduce excitotoxic stress on the substantia nigra in PD [210, 405, 406, 407], we can not suppress

the activity of presynaptic neurons to reduce glutamate release. Glutamate is already in abundance

in the VPL and we o�er no mechanism by which DBS can promote glutamate clearance.
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It has been proposed that GABA may attenuate excitotoxicity [408], and reduce stroke damage

(Reviewed in [409]). Given the reduced excitability of TRN neurons after cortical stroke [113],

boosting the excitability back to normal levels may prove bene�cial in increasing GABA-ergic

inhibition of TC neurons. TRN stimulation has been used as a treatment for a number of neurological

conditions [410, 411, 412]. Given that TRN plays a key role in sensory processing and arousal care

must be taken [413, 414], but a sub-threshold stimulation protocol may work [415].

Clarkson et al. [416] found that blocking GABAaRs in the early phase after stroke increased infarct

size but inhibiting GABAaRs in the weeks following stroke promoted recovery. This suggests the

bene�t of a two-phase treatment regime, where reduced excitation is crucial in the acute phase to

suppress excitotoxic damage, but increased excitation is necessary in post-acute phase to promote

recovery. The prolonged time-course of SND doesn't have distinct time-points, but the return of

normal glutamate levels in the thalamus in the second week following stroke [20] may indicate a

time to switch treatments from suppressing damage to promoting recovery.

The earliest time-point that DBS electrodes can be implanted in our PT stroke model of the mouse

is at 3-days post-stroke. Allowing an additional 3-4 days recovery means that a substantial portion

of this bene�cial time-window for GABA has passed. For this reason and the added complexity of

insertion of electrodes into the TRN, we decided to target the recovery phase.

5.1.2 DBS for Neuroprotection & Recovery

The most promising application of DBS in the context of SND is providing neuroprotection, recovery

and rehabilitation via the stimulation of pro-survival signalling pathways in thalamocortical neurons.

It has been shown that chronic electrical stimulation of neurons promotes the expression of neurotrophic

factors [212, 417, 418]. This has been used to improve rehabilitation from spinal cord injury [417],

promotes survival and function of retinal cells from neurodegenerative disorders [215, 419, 217] or

axotomy [216] and accelerate regeneration of motor axons [212, 420]

In the context of stroke recovery in animal models, chronic stimulation of thalamocortical pathways

has been shown to improve motor recovery. This has been achieved via indirect stimulation of the

lateral cerebellar nucleus [199, 224] or direct TC stimulation via optogenetics [223]. It may seem

counter-intuitive to further stimulate a neuronal population believed to be experiencing excitotoxic

injury but promoting normal function and boosting pro-survival signalling pathways may outweigh

the potential negative impacts of further metabolic stress due to stimulation.

121



5.2 Thalamocortical Stimulation

This section details the preliminary investigation into the stimulation of the thalamocortical pathway

in a mouse model. We used 8 naïve mice to determine safe and e�ective parameters and protocols,

guided by an extensive literature review into DBS applications in rodents (See Appendix A.4).

Electrode placement in the VPL was performed using the same procedure as in Chapter 3 and veri�ed

by the presence of a thalamic SSEP. For stimulation, a twisted-pair bipolar electrode ensures that

a localised electric �eld is created within the target structure, and limits spillage into neighbouring

nuclei. An ECoG screw was placed over SSFL for simultaneous cortical recordings.

Stimulation was performed using the same Stimulus Isolator (FE180, ADInstruments) from Chapter 3.

We injected a current-controlled, monopolar, square pulse with varying amplitude, pulse-width and

frequency as described in the following sections.

5.2.1 TC-Evoked Waveforms

Stimulation of the target thalamocortical neurons was veri�ed by recording the evoked response

from the cortex using an ECoG screw placed over SSFL, see diagram in Figure 5.1. The waveform

should match that of an SSEP but at a reduced latency. We recorded a set of distinct waveforms

evoked from thalamic stimulation that are shown in Figure 5.2.

There are two characteristic waveform shapes evoked from thalamocortical stimulation. Notably,

those in Figure 5.2 (a) and (b) show a main TC evoked potential occurring approximately 10 ms

before the forelimb evoked cortical response. The waveforms in (c) and (d) consist of a small early

response and the main response occurring only 3-4ms before the forelimb evoked response. These

di�erences likely re�ect the location of the stimulating electrode. A typical thalamic response to

fore-limb stimulation occurs at approximately 6-8 ms which is followed by the positive peak of

the cortical SSEP at approximately 18 ms. In (a) and (b) the evoked response from stimulating

the thalamus occurs approximately 10ms prior to the fore-limb evoked response, which is readily

explained by the stimulation of either the TC soma or axon �bres (shown as points (1) and (4)

in 5.3 below), skipping the latency of peripheral transmission to the thalamus. Note that axons

are preferentially stimulated ([202, 421]) and therefore the most likely scenario. In Figures (c) and

(d) the main response occurs only 4 ms prior to the forelimb evoked response, which is exactly the

delay from the forelimb to the cuneate nucleus in the brain stem where medial lemniscal �bres are

activated. Therefore the likely explanation is ML or STT �bres are primarily triggered (stimulation

point (3) in the below �gure) and the small, initial response could be antidromic activation of CT

�bres(point (2)).
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Figure 5.1: Stimulation of the thalamocortical pathway by an implanted electrode in the VPL is

assessed by recording the evoked potentials from the somatosensory cortex via ECoG.

5.2.2 Parameter Selection

We varied the stimulation current, pulse width and sign to determine the best set of parameters.

Increasing both current and pulse-width was found to increase the evoked response in the cortex and

decrease the onset latency (Figures 5.4,5.5). Changing the polarity was found to have little e�ect

(Figure 5.6).

5.2.3 DBS Frequency

We tested the e�ect of DBS applied to the VPL by simultaneously recording from the SSFL cortex

via ECoG in 3 naïve mice. A 30 second window was used to determine baseline ECoG activity,

followed by 10-30 seconds of stimulation at frequencies ranging between 1 and 100 Hz. The power

of the cortical LFP signal during stimulation was normalised to the baseline value and is shown in

Figure 5.7.

It was shown that increasing frequency increased LFP power in the cortex to a maximum at 5Hz,

before decreasing to a minimum, and hints of suppression, at 100 Hz. This aligns with a consensus

in the literature that high frequency stimulation (100 Hz+) leads to neural inhibition, while low

frequency stimulation can enhance neural activity. Alternatively, TC neurons may be activated at
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Figure 5.2: Evoked potentials in the cortex of four di�erent naïve mice from forelimb stimulation

(SSEP) vs direct thalamocortical stimulation (TC Stim). A similar waveform is evoked in both cases

but at an earlier latency when directly stimulating the thalamus.

high frequencies but thalamocortical synapses experience synaptic depression.

Hence, to optimise maximal stimulation of the thalamocortical pathway and limit total current

injection, a DBS frequency of 5Hz was chosen. This result gives support to the use of and possible

bene�ts of a 5Hz stimulation frequency used in other studies [223].

5.2.4 Safety

We con�rmed that stimulation of up to 500µA, 200 µs at 5Hz for 1 hour caused no visible signs of

damage in Cresyl Violet stained brain slices from the thalamus.
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Figure 5.3: Electrode position determines which components in the somatosensory pathway

are activated and the resulting evoked potential in the cortex. (1) = thalamocortical axons, (2)

corticothalamic axons, (3) = medial lemniscal �bres or spinothalamic tract, (4) = thalamocortical

cell bodies.
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Figure 5.4: Increasing stimulation intensity increased the amplitude and decreased the latency of

the evoked waveforms in the cortex (Using a pulse width of 200 µs).

A stimulation protocol of 200µA, 100 µs at 5Hz was also well tolerated in all but one naïve mouse, in

which the stimulation amplitude was reduced to accommodate. Throughout all conscious stimulation

and recording sessions, mice were constantly monitored for any signs of adverse reactions.
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Figure 5.5: Increasing stimulation pulse width increased the amplitude and slightly decreased the

latency of the evoked waveform in the cortex (Current = 500µA).
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Figure 5.6: Reversing the stimulation polarity had no e�ect on the evoked waveform in the cortex.

5.3 DBS Pilot Study

A pilot study was undertaken to assess the bene�t of chronic stimulation to the thalamocortical

pathway following stroke, in hopes to preserve TC neurons and promote recovery in the cortex.

Similar approaches of stimulating the thalamocortical pathway via optogenetics have been previously

used to promote recovery from stroke [223, 224], however neither group studied the impact on SND.

A total of seven mice were divided into two groups: Stroke + DBS (n=4) & Stroke + No DBS

(n=3).

Stroke was induced on day 0 and mice were given 3 days to recover before electrodes were implanted.

The following week after stroke (days 7-11), mice were treated with chronic DBS for 1 hour daily.
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Figure 5.7: Cortical LFP power was observed to increase with thalamic DBS frequency to a

maximum at 5Hz before dropping to a minimum at 100Hz suggesting possible depression.

On day 14 we performed a �nal recording before mice were sacri�ced and there brains collected for

histological analysis. Behavioural tests were conducted on days 0, 3, 7 and 14 before each major

procedure, this schedule is depicted in Figure 5.8.

Both stroke and electrode procedures were performed as per previously described (Section 3.3),

however the electrode implantation surgery was performed under Iso�urane (1-2%) for quicker and

easier recovery from anaesthesia. We used a twisted, bipolar electrode (PlasticsOne - E363/3-2TW)

in the thalamus, bilateral ECoG screw electrodes (PlasticsOne - E363/96/2.4/SPC) over each SSFL

region of the cortex and a reference ECoG screw over the cerebellum. To accommodate for chronic

and awake recordings, electrodes were inserted into a six-channel pedestal (PlasticsOne MS363),

before being implanted into the mouse. Cyanoacrylate was used to seal burr holes around the

electrodes, dental cement (Jet Tooth Shade Acrylic Powder A1 & Jet Acrylic Liquid) to secure

the entire electrode apparatus in place and VetBond tissue adhesive to close any remaining open

incisions.
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Figure 5.8: Pilot Study Outline

5.3.1 DBS Setup

Amulti-channel commutator (PlasticsOne SL6C ), held by a retort stand, allowed mice to freely move

during recording and DBS. This setup is shown in Figure 5.9. Both the stimulator and recording

ampli�er were connected via a shielded cable to one side of the commutator and the other side

connected to the implanted pedestal with a spring-covered cable. Prior to each DBS session mice

were acclimatised to the recording chamber for at least 30 minutes. Mice were brie�y anaesthetised

with Iso�urane to allow safe connection and disconnection of the recording cable to the electrode

pedestal. All recording and stimulation sessions were performed during the dark cycle, with lights

dimmed and external noise minimised.
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(a) Naive mouse with chronically implanted

thalamic and cortical electrodes (situated inside the

white pedestal headpiece).

(b) Freely moving mouse with implanted electrodes

connected to recording and stimulation devices via

a commutator.

Figure 5.9: Example of the DBS setup for freely moving mice.

5.3.2 Results

5.3.2.1 Functional Recovery

The cylinder test was used to assess the functional recovery of mice, by evaluating the forelimb

preference used for support when rearing up to a wall [422]. Brie�y, mice are placed within a small

cylinder in which they naturally explore by placing their fore-paws on the walls. Impairment from

stroke leads to the preferential use of the non-a�ected limbs. An asymmetry score is determined by

the di�erence in number of limb placements on the cylinder wall during full rears which is normalised

out of the 20 �rst touches and described in Equation 5.1:

Assymetry =
#left−touches −#right−touches

20
(5.1)

We observe a trend towards asymmetry on days 7 and 14 in both groups, but there was no signi�cant
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(a) Asymmetry scores at all time-points.

(b) Change in asymmetry from pre- to post-DBS

treatment (positive = improvement)

Figure 5.10: No signi�cant improvement on functional recovery was observed in DBS treated mice,

as determined by the cylinder test.

di�erence between DBS and no DBS at any time point (Figure 5.10). The lack of signi�cant di�erence

is not unexpected due to the low sample size.

5.3.2.2 Histology

The ratio of NeuN+ cells in the ipsilateral to contralateral thalamus to stroke was assessed but

no statistical signi�cance was found, see Figure 5.11. A small loss in NeuN+ cells in stroke mice

compared to naive can be seen but given a signi�cant outlier in the DBS group and such low

numbers, no conclusion can be made. Similarly to the previous chapter, Figure 3.14b, the presence

of an electrode tract in the vicinity of the thalamus impeded the extraction of suitable ROIs.

5.3.2.3 Electrophysiology

We did not �nd that DBS had a signi�cant e�ect on evoked potentials in the a�ected hemisphere

(Figure 5.12) nor on the evoked potential in the cortex from thalamocortical stimulation(Figure 5.13.

Little change was noted in the power of spontaneous, awake activity from the thalamus and a�ected

cortex (Figure 5.14) nor on the power of the evoked potential in the cortex to TC stimulation.

Overall these results are lacking signi�cant statistical power due to the low number of animals used

and high variability in some of the recorded signals.
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Figure 5.11: No signi�cant rescue of NeuN+ cells in the thalamus of mice after DBS treatment

was found.

(a) Change in residual cortical SSEP power. (b) Change in thalamic SSEP power.

Figure 5.12: No signi�cant e�ect of DBS was found on the evoked potentials recorded from the

cortex and thalamus in the stroke-a�ected hemisphere.

5.4 E�ect of an Encapsulation Layer on DBS E�cacy

It is a well known phenomenon that an encapsulation layer forms around implanted electrodes due

to the in�ammatory response of the body, and this can a�ect stimulation and recording quality

[423]. The encapsulation by extracellular matrix proteins and in�ltration of microglia can increase

the impedance of the electrode-brain interface [424], as well as corrosion of the electrodes in the

electrolytic environment of the brain [424]. Computational models have shown the impact of the

encapsulation on the propagation of DBS waveforms through the brain [425].
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Figure 5.13: No signi�cant e�ect of DBS was found on the power of the evoked potential from

stimulation of the a�ected thalamocortical pathway.

(a) Change in spontaneous cortical LFP power. (b) Change in spontaneous thalamic LFP power.

Figure 5.14: No signi�cant e�ect of DBS was found on the spontaneous LFP power recorded from

the cortex and thalamus of the stroke-a�ected hemisphere.

We observed a slight trend of an increasing stimulus artefact amplitude between each day of

treatment (Figures 5.15a & 5.16) and a very prominent increase during the one hour stimulation

sessions (Figure 5.15b). Given the use of a current-controlled DBS waveform, it is likely that

increased impedance in the electrode-brain interface leads to a larger extracellular voltage that we

record from the ECoG electrode over the somatosensory cortex. It is important to mention that

given a the 100 µs stimulation pulse and a sampling frequency of 20kHz it is likely that the stimulus

artefact was under-sampled and therefore may not re�ect the maximal amplitude.

A gradual increase in impedance over time is readily explained by the formation of an encapsulation
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Figure 5.15: The amplitude of the stimulation artefact was found to increase (a) over days

between stimulation and (b) within the stimulation session. This can be due to the formation

of an encapsulation layer, in�ammatory response and corrosion.

layer and corrosion of the electrode [423], but the signi�cant increase during the one hour stimulation

periods was of particular interest. It has been shown that transcranial stimulation signi�cantly

activates both microglia and astrocytes [426], which may be triggered by the increase in extracellular

K+concentrations from repeated depolarisation of neurons [427]. It is possible that during the

stimulation sessions an increased in�ammatory response was triggered which increased the electrode-brain

interface impedance and thus the stimulation voltage.

While current-controlled stimulation is the preferred method to limit tissue damage, it is the voltage

gradient across neurons that triggers the generation of action potentials [202]. Given the stimulation

voltage can increase within session it is therefore crucial to monitor to prevent over-activation or

spillage to neighbouring regions. It was observed in one naïve mouse and one stroke mouse that

within a stimulation session and between sessions the mice began to show reactions to the stimulation

current amplitude that was previously well tolerated. There was a clear correlation between the

evoked response in the cortex of the naïve mouse to the stimulation artefact, see Figure 5.16.

The stroke mouse initially only tolerated a lower than average stimulation current of 50 µA, but began

to show some signs of reaction by the third day of treatment. Figure 5.17 shows that an increase in

stimulation artefact amplitude over time crossed a potential maximal tolerability threshold (dotted

black line) at this time-point1. Note the maximum tolerable stimulation intensity is individual to

1The orange dots representing a `possible reaction' are erring on the side of caution and determining abnormal
behaviour indicative of an adverse reaction was purely subjective. With safety and ethical considerations in mind the
stimulation was not continued at this intensity.
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Figure 5.16: A strong correlation exists between the amplitude of the stimulus artefact and the

amplitude of the evoked response at �xed stimulation currents across multiple days after electrode

implantation.

each mouse and will vary based on the exact electrode location. The stimulation of the sensory

thalamus is a delicate task as stimulation may elicit sensations of touch or pain which could pose

discomfort to the subject.

5.5 Discussion

The investigation into the use of chronic DBS to promote recovery in a mouse model of PT

stroke elucidated some possible improvements (observed in Figures 5.11,5.12,5.13), but no statistical

signi�cance was found. There were a number of limitations to this study that and are summarised

below:

1. The low numbers of animals did not provide enough statistical power to detect the potential

bene�ts of DBS.

2. Thalamic electrode placement is crucial in both stimulating and recording from the thalamocortical

neurons of interest. In only three out of seven mice did we detect substantial unit activity in

the SSEPs that would indicate the probe is in an optimal location.

3. The small size of a mouse brain and relatively large electrodes limited the ability to record from

multiple cortical regions to investigate recovery and rewiring in peri-infarct areas. This could

be remedied by using a rat model or obtaining a micro-ECoG grid. Alternatively, Tennant et

al. [223] demonstrated the e�ectiveness of optical imaging, but this would require a transparent

electrode and cement con�guration to be explored.
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Figure 5.17: An increasing stimulation artefact amplitude over time correlates with the mouse's

reaction to previously tolerated stimulation currents. Green dot = well tolerated, Orange dot =

possible reaction1, Red dot = noticeable reaction. The dotted black line represents an individualised

upper limit on the maximal stimulation intensity.

4. In two mice, the stimulation amplitude had to be reduced to less than 50 µA by the end of

the treatment period. This is likely to have decreased the DBS e�cacy and may have limited

the potential bene�ts.

5. The increase in stimulation voltage over time was likely linked to in�ammation and the

formation of an encapsulation layer. While we showed this a�ected the tolerance of mice

to stimulation it is also possible that the increased in�ammatory response could contribute to

the pathology of SND.

6. Large electrode tracts were evident in brain slices containing the thalamus, signifying a portion

of damage due to implantation. The bene�ts of stimulation versus injury due to electrode

insertion remains to be investigated. Alternatively, non-invasive methods described in Section 1.7.5

could be explored but they forgo the direct recording of thalamic neurons.

7. The implantation of electrodes prior to the stroke procedure would con�rm e�ective stimulation

of the thalamocortical pathway given the electrode position. Although some form of evoked

potential to thalamic stimulation was recorded from our stroke mice it is not clear which

regions were being stimulated due to the lack of a healthy cortical response. If the desired

pathway is unable to be stimulated then those animals should be ruled out of the DBS study.
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5.6 Summary

This chapter has outlined the initial investigation into the use of deep brain stimulation to promote

stroke recovery and protect against secondary neurodegeneration. Some slight improvements were

observed, though not statistically signi�cant, that warrant further investigation with a larger cohort

of animals. We developed a method for chronic implantation of a thalamic electrode and bilateral

cortical ECoGs in a mouse model of PT stroke. We determined safe and e�ective parameters for

stimulation of the thalamocortical pathway and investigated a number of issues and limitations that

will be a useful resource in future studies.
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Chapter 6

Conclusions

This chapter summarises the contributions made in this thesis and plans for future work.

6.1 Summary of Contributions

Chapter 1

A signi�cant literature review into the contributing factors to SND after stroke has described the

likely contribution of excitotoxicity to its progression. Deep Brain Stimulation was elucidated to

be of potential bene�t to reduce an excitotoxic insult based on network pathology or promote the

recovery of thalamocortical neurons by activity-dependent up-regulation of pro-survival pathways.

Chapter 2

Based on previous in-silico models of the thalamocortical network, a signi�cant improvement was

made to the dynamics of synaptic inputs to thalamocortical neurons. The introduction of synaptic

plasticity and tuning of receptor parameters were vital in reproducing electrophysiological results

from the literature. This clari�ed the key role of corticothalamic neurons in modulating the membrane

potential and therefore �ring mode of thalamocortical neurons. It was shown that pathological

activity in the thalamus after stroke can occur by two distinct mechanisms. The loss of cortical

excitation switches neurons to a bursting mode or the accumulation of extracellular glutamate

reproduces both an increased evoked response and spontaneous activity that would re�ect an

excitotoxic insult.

Chapter 3

Using in-vivo electrophysiological recordings we obtained the �rst, to our knowledge, recordings of
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sensory evoked potentials from the VPL of a mouse. We found signi�cant loss in the late latency

SSEP response and showed a loss of spontaneous thalamic activity after stroke in an anaesthetised

mouse. Our results did not �nd support for the hypothesis of pathological network signalling after

stroke nor did they �nd a loss of initial thalamic depolarisation to sensory input that would be

expected with SND, thus raising questions over the extent of neuronal damage.

Chapter 4

Previous works have considered spike detection and sorting in recordings where unit activity is

sparse and temporally isolated. When using larger electrodes, a greater number of neurons are

simultaneously recorded leading to a high prevalence of overlapping spikes. With a mixture of

recorded and arti�cially generated multi-unit activity data, we built and tested an algorithm using

a sparse optimisation approach to discriminate overlapping spikes. Additionally we showed that a

signed, refractory policy was able to improve the performance of existing spike detection algorithms.

Chapter 5

We developed a method for chronic electrode implantation for thalamic recording and stimulation in

an awake and freely moving mouse model of PT stroke. Based on a pilot study of chronic DBS as a

therapy for SND there were some minor, but not statistically signi�cant, improvements that warrant

investigation with a larger cohort of animals. We determined safe and e�ective set of stimulation

parameters and an optimal frequency of 5Hz to maximise stimulation of the thalamocortical pathway.

We observed variations in DBS e�cacy over time that were managed by adjustments to stimulation

parameters.
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6.2 Future Works

The results of this thesis suggest several areas of further work that we explore here.

6.2.1 Experimental Work

Single-Unit Recordings: The procurement of �ne-tipped electrodes would allow the isolation of

activity from single neurons in the thalamus. Firstly, this would remove much of the ambiguity

arising from unknown neuronal source contributions in the LFP signal. Secondly, extracting spike

times and inter-spike intervals would allow a thorough exploration of bursting activity within the

thalamus.

The electrodes utilised in this thesis were 125µm in diameter which is signi�cantly above the threshold

for what is typically referred to as `macro' electrodes (25µm), severely limiting their use for the study

of unit-activity. While we developed an algorithm that improved the performance of spike detection

in such signals in Chapter 4, there is limitations on what level of accuracy can be obtained.

In-vitro evoked potentials: In-vitro recording from brain slices could lead to further understanding

of the local �eld potentials in the thalamus. A multi-electrode array, with spatially distributed

recording contacts, can be used for current-source density analysis to determine the location of

neuronal populations responsible for each peak in the evoked potentials. The brain slice would have

to be prepared to keep intact the somatosensory network connections between VPL, TRN and SSFL

while also preserving the medial lemniscal �bres.

Direct Glutamate Measurements: Excess glutamate in the thalamus is believed to be the major

contributor to SND through excitotoxic processes. Ross et al. [20] predicted increased glutamate

concentration in the thalamus up to 14 days after stroke based on levels of glutamate decarboxylase

(enzyme that converts Glutamate to GABA) in the terminals of TRN neurons. While this may

serve as a guideline for increased glutamate, direct measurements using microdialysis or glutamate

sensing probes [428] would quantify the levels of glutamate and obtain a timeline predictive of when

excitotoxic damage is likely to occur. This would further elucidate the likely extent of excitotoxicity

and ascertain the crucial timing of treatment regimes.

Further DBS experiments: As mentioned in Chapter 5, increasing the cohort size for the DBS

study would give a better idea of the potential bene�ts of the DBS treatment. Along the lines of

neuroprotection and recovery, it would be useful to directly measure the hypothesised DBS-induced

increase in neurotrophic factors either with microdialysis or through histology [418] to con�rm

the mechanism and that the stimulation parameters are optimal. Additionally, we proposed the
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application of DBS to the TRN as an alternative method to protect against SND by increasing

GABA concentrations to mildly inhibit TC neurons.

6.2.2 Multi-compartment cellular models:

The use of multi-compartment cellular models more accurately captures the dynamics of neuronal

�ring. In particular the distribution of speci�c voltage-gated ionic channels and the location of

synapses from a�erent connections varies between the soma and proximal and distal dendrites. While

we have compressed these down to reproduce electrophysiological behaviour in a single-compartment

model there is likely dynamics that are not accurately represented.

Additionally, we only considered a minimal HH style model of a thalamocortical neuron with

necessary channels to replicate bursting behaviour. TC neurons contain an abundance of other

ionic channels, including: persistent Na+channel (NaP), high-voltage activated L-Type Ca2+channel

(CaL), slow inactivating K+channel (K2), rapidly inactivating K+channel (A), calcium-activated

K+channels (C, SK) and more (see [280, 277]). In particular, the properties and conductances of

Ca2+-modulated K+channels may signi�cantly alter the response of injured TC neurons if undergoing

excitotoxic-related degeneration. Finally, although it is believed that VGCC's such as the L-type

Ca2+channel, are only a small contributor to excitotoxic intracellular Ca2+accumulation [49] it would

be an important inclusion into models assessing Ca2+-dependent excitotoxicity. .

6.2.3 Model of excitotoxic insults

By extending the neuronal network model to include mechanisms of excitotoxicity, the timing,

extent and treatment of SND could be further explored. Works by Muddapu et al. [405, 406]

have introduced a number of biochemical pathways for cell damage related to excitotoxicity and

integrated a cell death function, associated with rises of mitochondrial and endoplasmic reticulum

intracellular Ca2+concentrations, to model the progressive excitotoxic death of substantia nigra

neurons in Parkinson's disease. A similar approach would bene�t the investigation of SND by

exploring the extent of injury from intracellular Ca2+dynamics versus those linked to NMDAR .

6.2.3.1 Intracellular Calcium

The intracellular calcium dynamics can be considered using a three-compartment model consisting

of the cytosol (cyt), mitochondria (mt) and endoplasmic reticulum (ER). Cytosolic Ca2+is regulated

by ATP-ase pumps, Na/Ca exchanger and calcium bu�ers described in [429] and detailed below.

140



ATPase Pump:

Ipmca = Kpc

[
k1,pcP(E∗1,pc)ypc − k2,pcP(E∗2,pc)(1− ypc)

]
(6.1)

Where:

dypc
dt

= βpc(1− ypc)− αpcypc

βpc = k2,pcP(E∗2,pc) + k4,pcP(E2,pc)

αpc = k1,pcP(E∗1,pc) + k3,pcP(E1,pc)

P(E∗1,pc) =

[
1 +

Kpc,i

[Ca]i

]−1
P(E1,pc) = 1− P(E∗1,pc)

P(E∗2,pc) =

[
1 +

Kpc,e

[Ca]e

]−1
P(E2,pc) = 1− P(E∗2,pc)

k1,pc =

[
1 +

0.1

[ATP ]

]−1
Kpc,i =

[
180− 6.4

1 + [CaCam]/(5× 10−5)

]
× 10−5

Kpc = κpmca

[
10.56× [CaCam]

[CaCam] + 5× 10−5
+ 1.2

]

The sodium-calcium exchanger is an antiporter that transports Ca2+out of the neuron, while bringing

in one Na+.

INaCax = κNaCax
exp(δxm

EF
RT )[Na]3i [Ca]e − exp((δxm − 1)EFRT )[Na]3e[Ca]i

(1 +D([Na]3i [Ca]e + [Na]3e[Ca]i))(1 + [Ca]i
0.0069 )

(6.2)

From these we can calculate the total calcium �ux:

Jpmca =
−1

zCaVcytF
Ipmca (6.3)

JNaCax =
−1

zCaVcytF
INaCax (6.4)

JCa =
−1

zCaVcytF
ICa (6.5)

Where ICa is the net calcium �ux through calcium permeable voltage-gated channels and glutamate

receptors. The two known calcium permeable VGIC's are the T-Type channel we previously modelled

and the high-voltage activated L-type Ca2+channel. For synaptic channels, NMDAR and KAR

are highly Ca2+permeable while we suggest that the AMPARs present in the thalamus are not, or

contribute insigni�cantly. The presence of the GluR2 subunit in AMPARs makes them impermeable
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to Ca2+[430], and as this is highly abundant in the VB thalamus of rats [431, 432] they can likely

be left out.

Two calcium bu�ering proteins, Calbindin and Calmodulin exist within the cytosol. These bu�ers

are important to model as they reduce the transient rise in intracellular calcium concentration that

without the inclusion of bu�ers may appear to trigger excitotoxic pathways. Their concentrations

and calcium-bound states are described as:

Calbindin (Calb):

JCalb = kcalb,b[Ca]i[Calb]− kcalb,d[CaCalb] (6.6)

[Calb]total = [Calb] + [CaCalb] (6.7)

d[Calb]

dt
= −Jcalb (6.8)

Calmodulin (Cam):

Jcam = αcam[Cam]− βcam[CaCam] (6.9)

[Cam]total = [Cam] + [CaCam] (6.10)

d[Cam]

dt
= −Jcam (6.11)

αcam = Kcb
camK

nb
cam

[
1

Kcb
cam + kndcam

+
1

Knb
cam + kcdcam

]
(6.12)

βcam = kcdcamk
nd
cam

[
1

Kcb
cam + kndcam

+
1

Knb
cam + kcdcam

]
(6.13)

Kcb
cam = kcbcam[Ca]2i (6.14)

Knb
cam = knbcam[Ca]2i (6.15)

6.2.3.2 Mitochondria & Endoplasmic Reticulum

The mitochondria and ER form internal stores of calcium within the neuron and the loss of calcium

homeostasis here are known to trigger apoptotic pathways as a major contributor to excitotoxicity.

The following dynamics were detailed in [433].

The calcium dynamics of the mitochondria are maintained via uptake through the mitochondrial

calcium uniporter (mcu) and e�ux through the mitochondrial Ca2+/Na+exchanger (out), described

by:

Jmcumt
= kmcumt

[Ca]8i
K8
mcumt

+ [Ca]8i
(6.16)

Joutmt = koutmt [Ca]mt
[Ca]2i

K2
outmt

+ [Ca]2i
(6.17)
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And the change in mitochondrial Ca2+:

d[Ca]mt
dt

=
βmt
ρmt

(Jmcumt
− Joutmt

) (6.18)

Where βmt is the ratio of free to total Ca2+concentration and ρmt is the volume ratio between

mitochondria and cytosol.

ER Ca2+dynamics include an ATP-ase pump into the ER (serca), calcium-induced calcium release

(cicr) and a leak channel:

JsercaER
= kserca[Ca]i[ATP ] (6.19)

JcicrER
= kcicr

[Ca]2i
K2
cicr + [Ca]2i

([Ca]ER − [Ca]i) (6.20)

JleakER
= kleakER

([Ca]ER − [Ca]i) (6.21)

Therefore the change in ER calcium concentration:

d[Ca]ER
dt

=
βER
ρER

(JsercaER
− JcicrER

− JleakER
) (6.22)

By modelling the intracellular calcium dynamics and using the excitotoxic thresholds of mitochondrial

and ER Ca2+concentrations proposed in [406], prediction of the required levels of excitation from

di�erent sources, i.e. peri-infarct CT projections, ML inputs and extracellular glutamate, could

elucidate the likely contributors to SND.

6.2.3.3 Glutamate modelling and NMDARs

The alternate hypotheses of excitotoxic insult and what we believe to be the most likely contributor

to SND, is the stimulation of extrasynaptic NMDARs.The density of extrasynaptic NMDARs on

thalamocortical neurons remains unknown as well as the glutamate uptake and recycling rates,

making it di�cult to model this issue. Estimates at the percentage of extrasynaptic NMDARs in

the hippocampus of 37% may be a good place to start [434].

Glutamate uptake from extracellular space is driven by EAAT's whose concentration is primarily

on astrocytes in the form of EAAT1-2, but also exist on pre-synaptic neurons as EAAT3-5 [42].

Astrocytes account for approximately 90% of glutamate uptake [88] and thus the density of EAATs

and uptake mechanism, including any saturation in the process, will determine the time-course of

glutamate persisting in the vicinity of TC neurons after stroke.

Other major contributions to extracellular glutamate originate from astrocytes, through both a

glutamate/cystine exchanger (at very low rates of 1-10µM/s) [435, 436] and through Ca2+-dependent
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exocytosis which can be triggered by synaptic glutamate concentrations [437, 438]. Some models

have been developed for these processes [439, 440, 441]. Given that astrocytic-released glutamate

enhances activation of extrasynaptic NMDARs during ischaemia which increases the extent of brain

damage [442], it seems an important aspect to include.

6.2.3.4 An NR2B-related Excitotoxic function

The computational models of excitotoxicity in the literature base excitotoxic cell death on �ring rates

[405, 443, 444], intracellular calcium accumulation [406], or more recently the speci�c sub-cellular

biochemical pathways [445]. The data presented by Martel et al. [69] relates both intracellular

Ca2+concentrations and NMDAR (and NR2B-speci�c) currents to the amount of cell loss in-vitro.

This could be used to devise a function of cell death based on NMDAR currents versus Ca2+accumulation

to separate the two insults.

6.2.3.5 DBS

Finally the possible bene�ts of DBS to prevent excitotoxicity could be explored in the model. Does

high-frequency `inhibitory' DBS of the thalamus prevent Ca2+accumulation or modulate NMDAR

activation? Does tonic, subthreshold stimulation of the TRN have any impact on Ca2+accumulation

or NMDAR currents?
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Appendix A

Additional Background

A.1 EEG Frequency Bands

Frequency bands from EEG recordings are classi�ed as having particular physiological signi�cance

[28], described in Table A.1. Slight discrepancies in the frequency ranges and combining of bands is

common in literature, therefore this thesis uses the de�nitions given below.
Table A.1: Frequency Band Classi�cations of Brain Activity

Name Frequency (Hz) Description

Delta (δ) < 4 Slow-Wave Sleep (non-REM)

Theta (θ) 4 - 8 Idling, Arousal/Drowsiness

Alpha (α) 8 - 12 Awake - Resting State Activity

Beta (β) 12 - 32 Active Thinking & Motor Function

Gamma (γ) 32+ Somatosensory & Higher-Order Cognitive Function
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A.2 Somatosensory Pathway

The somatosensory pathway relays sensory signals, transduced from receptors in the peripheral

nervous system, to the corresponding area of the cortex. Neurons in this pathway are classi�ed

based on their order in the transmission sequence. First-order neurons are the sensory neurons

located in the peripheries with cell bodies in the dorsal root ganglion. Second-order neurons relay

the signal from the �rst-order (sensory) neurons to the thalamus and �nally the third order neurons

are the thalamocortical neurons that relay the signal to the cortex.

There exist two distinct routes that transmit touch and proprioceptive or nociceptive signals. The

�rst is known as the medial lemniscal path whose �rst-order sensory neurons travel up the spinal

cord and synapse in the dorsal column nuclei, and in particular the cuneate or gracile nucleus for

forelimb and hindlimb signals respectively. The second order neurons decussate accross the spinal

cord and project to the thalamus, and are known as the medial lemniscal �bres. The second path is

via the spinothalamic tract. First order neurons in this pathway synapse directly at the spinal cord

to second order neurons that decussate and project directly to the thalamus. A depiction of these

pathways are shown in Figure A.1.

Figure A.1: A depiction of the somatosensory pathway showing the two distinct systems: medial

lemniscal pathway for touch receptors and the spinothalamic tract for nociceptors. (Image from

Biga et al. [446] - available under CC BY-SA 4.0)
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A.3 Tabulated Thalamic SSEP Latencies

Table A.2: Latencies of SSEPs recorded in the VB Thalamus

Species Nuclei Stim Location Latency [ms] Signal Type Anaesthesia Note Author

Rat VB (VPL)
Wrist - Elec

Wrist - Mech

4.5

6.6
Unit Urethane - Angel et al. 1975 [289]

Rat VPL Forepaw - Elec 7.1 Unit Choral Hydrate - Tokuno et al. 1992 [336]

Rat

VPL

VPM

Forepaw - Mech

Hindpaw - Mech

Whisker - Mech

6.8

11.2

4.5

Unit Pentobarbital or Urethane - Aguilar et al. 2008 [36]

Rat VPL Forepaw - Elec 3.8 (Onset) MUA α-Cholarose - Sanganahalli et al. 2016 [447]

Rat VPL Forepaw - Elec 7.3 LFP α-Cholarose Positive LFP Peak Faulkner et al. 2018 [448]

Rat VPL
Forepaw - Elec

Hindpaw - Elec

∼ 5-7

∼8-9
LFP + MUA Urethane

Negative LFP Peak

+ Late Latency Response
Alonso-Calvino et al. 2016 [293]

Rat VPL Median Nerve 4.1 LFP Ketamine/Xylazine Negative LFP Peak Uemura et al. 2020 [449]

Rat VPL Hindpaw - Air Pu� 12.5 Unit Halothane - Alloway et al. 1993 [450]

Rat VPM Whisker - Mech 4.3 LFP Fentanyl (Light)
Negative LFP Peak

+ Late Latency Response
Temereanca et al. 2003 [294]

Rat VPM Whisker - Mech ∼ 6-7 LFP Fentanyl (Light)
Negative LFP Peak

+ Late Latency Response
Temereanca et al. 2004 [295]

Rat VPM Whisker - Mech ∼ 6 Unit Urethane Li et al. 2007 [451]

Rat
VPM

POm
Whisker - Mech

6.0

15.3
Unit Urethane Diamond et al. 1992 [339]

Rat
VPM

TRN
Whisker - Mech

5

9-14
Unit - + Late Latency Response Hirai et al. 2017 [115]

Rat VPM Whisker - Mech 3-7 Unit Urethane Castro-Alamancos et al. 2002 [302]

Rabbit VPM Whisker - Mech ∼ 6 Unit - Swadlow et al. 2000 [452]

Cat VPL Forepaw - Elec 7.9 Unit α-Cholarose - Harris et al. 1978 [453]

Cat VPL Median Nerve 7 LFP Pentobarbital Negative LFP Peak Allison et al. 1981 [454]
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Baboon VPL Median Nerve 8.68 LFP α-Cholarose Postitive LFP Peak Branston et al. 1984 [455]

Baboon VPL Median Nerve ∼10 LFP α-Cholarose Postitive LFP Peak Ladds et al. 1988 [456]
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A.4 Rodent DBS Applications

Table A.4: DBS use in Rodent Models

Species Target Electrode (Contact Size) Parameters Application Note Author

Rat STN Mono+Bipolar (200 µm) 300 µA Assess Stimulation Damage Bipolar = signi�cant damage [457]

Rat NAc Bipolar (75 µm)

75-100 µA

60-90 µs

130-160Hz

Obesity [458]

Rat STN Bipolar (50 µm)

3,30,150 µA

60, 120 µs

30-130Hz

PD [459]

Rat STN Bipolar (50 µm)

1,3,30,150 µA

60 µs

130Hz

PD [460]

Rat STN Bipolar (50 µm)

0,3,30,150 µA

60 µs

130Hz

PD [461]

Mouse MTN (Thal) Bipolar (100 µm)

300 µA

25Hz

Alzheimers [462]

Rat STN Concentric Bipolar (50 µm) PD ≥200µA = damage [463]

Mouse NAc Bipolar

75,150 µA

60 µs

160Hz

Obesity [464]

Rat NAc Bipolar*

150 µA

60 µs

150Hz

Obesity [465]
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Mouse Fornix Bipolar (50 µm) 60 µs

130Hz

Memory 1hr/day for 14 days [466]

Mouse Central Thalamus Monopolar (300 µm)

75,100,125 µA

100 µs

50,125,175,225Hz

Motor Activity [467]

Mouse STN Monopolar (125 µm)

100 µA

90 µs

130 Hz

PD 4hrs/day for 5 days [468]

Mouse NAc Custom Array

100 µA

90 µs

130 Hz

Obesity [59]

Mouse STN Bipolar (72.5 µm)

200 µA

60 µs

120 Hz

PD > 400 µA = occurrence of seizures [469]

Mouse Cerebellar Bipolar* (50 µm)

30 µA

60 µs

125 Hz

ET [470]

Mouse Hypothalamus/ZI Concentric Bipolar

2.5-4V

15-130 Hz

Narcolepsy [471]

Mouse Entorhinal Cortex Concentric Bipolar 90 µs

130 Hz

Alzheimers [472]

Mouse Entorhinal Cortex Concentric Bipolar (100 µm)

50 µA

90 µs

130 Hz

Alzheimers [473]
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Mouse Fornix Bipolar

50 µA

60 µs

130 Hz

Neurogenesis (AD) [474]

Mouse Hippocampus Bipolar* (200 µm)
10-150 µA

500 µs
Kindling [475]

Mouse ANT (Thal) Bipolar (125 µm)

300 µA

100 µs

1 Hz

Alleviate Seizures 30min/day for 7 days [476]

Mouse CPu Bipolar (100 µm)

100-200 µA

100-200 µs

0.25 Hz

Induce Seizures [477]

Rat LCN Monopolar (175 µm)

70-130 µA

400 µs

30 Hz

Stroke (Neurogenesis) 8hr/day [199]

Rat STN Monopolar

50 µA

52 µs

130 Hz

PD + Increased BDNF [418]
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A.5 Closed Loop DBS

Deep Brain Stimulation has most commonly been used in an open loop con�guration, where initial

stimulation parameters are set post-operatively and infrequently adjusted by a physician in follow-up

consultations [174, 177]. Adjustments include determining the most e�ective electrode on a multi-unit

probe, stimulation amplitude, pulse width and frequency [177].

A number of limitations exist for such an open-loop scheme:

1. Lost e�cacy over time, resulting in ine�ective treatment for up to months until the next

consultation.

2. Time-consuming tuning procedures; requiring a professional clinician that incurs high costs.

3. Potentially inducing side e�ects through constant stimulation, even when symptoms are not

present.

A closed-loop DBS (CLDBS)1 system uses feedback to determine when stimulation is required

and how e�ective the current treatment is so that parameters can automatically be adjusted and

optimised. Closed-looped DBS systems are seeing a rise in popularity [401] as they address many of

the limitations of traditionally OL treatment methods:

� Adaptively correct for lost e�cacy over time (due to hardware degradation or disease progression)

by automatically adjusting stimulation parameters for more e�ective treatment and reduction

of regular consultations.

� Limit potential side-e�ects by removing stimulation when symptoms are not present.

� Save on battery life2, reducing the number of battery replacement surgeries that carry the

potential to cause complications.

� Individualise and optimise parameters to each patient to most e�ectively quench the underlying

pathology.

The key components required for a closed loop DBS system include: stimulating electrode(s), sensing

of physiological biomarker(s) as feedback, a controller and control algorithm [401].

1In literature Closed Loop DBS is often referred to as 'Adaptive' DBS (aDBS) and Open Loop as 'Continuous'
DBS (cDBS)

2Assuming recording & processing power are minimised
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A.5.1 Biomarkers

Identifying reliable biomarkers has been one of the greatest obstacles in the progression to closed-loop

neuromodulation thus far [402]. It is crucial that a potential biomarker is causal to or a direct result

of the underlying pathophysiology of the condition [478, 479].

In terms of neurological disorders, biomarkers are classi�ed as internal i.e. measurements of signals

within the brain, or external i.e. measurements from peripheries encompassing detection of symptoms

such as movement disorders via accelerometers, EMGs or other wearable sensors [479, 401, 402].

The most commonly used feedback from surgically implanted electrodes are the LFP signals [479,

402], as they provide superior spatiotemporal resolution and are often combined with stimulation

from adjacent contacts on the one probe. Alternative internal biomarkers include SUA, surface EEG,

ECoG, NIR, fMRI and more recently neurotransmitter microdialysis probes [479, 177, 401, 402].

Biomarkers must be chosen and optimised for each patient as disorders can manifest in di�erent

ways [479] and may require multiple biomarkers to su�ciently treat each impairment e.g. in stages

of PD, rigidity and tremors show di�erent characteristic activity.

Targeting SND via the underlying pathological activity is imperative as symptoms and degenerative

e�ects take days, weeks or months to present. Pending data collection a robust biomarker will need

to be determined from LFP signals. It is hypothesised that the hyperactivity is not as signi�cant as

epileptic episodes and therefore a similar but new detection algorithm will be developed. A common

trend is shifting towards learning algorithms for biomarker detection [479]

A.5.2 Applications & Control Strategies

Current CLDBS systems are predominately of a simple 'ON/OFF' nature (Reviewed in [402]);

detecting pathological activity using various thresholding algorithms and switching on stimulation in

response. Recent work has began to adapt an additional parameter, most commonly pulse-amplitude

or frequency, linearly with increasing 'error' (Proportional) or observed e�cacy throughout the

treatment period (Integral) (Reviewed in [402]). A summary of current closed-loop neuromodulation

systems is provided in Table A.6.

Epilepsy is the most popular target of recent developments as it is considered a "comparatively simple

disorder", characterised by distinct episodes of aberrant brain activity [401] that are easily identi�ed

in LFP, EEG and ECoG recordings using Line-Length (LL) or windowed RMS calculations. This

allows the trigger for stimulation and e�ectiveness of treatment to be readily assessed and adapted

to by the controller.
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Table A.6: Closed Loop DBS System Review

Disorder Input / Output Control Strategy E�ectiveness Author

PD STN / STN
Trigger HFS on LFP β-band crossing individualised threshold.

Stimulus sustained until β-amplitude dropped below threshold

27% improvement of motor scores over cDBS

56% reduction in stimulation time
Little et al. [481]

PD M1 / GPi Trigger HFS train (7 pulses @ 130Hz) 80ms after AP detected in

M1 cortex

aDBS signi�cantly better than cDBS Rosin et al. [482]

PD STN / STN
Stimulation voltage proportional to LFP β-band power

(130Hz [0-2V])
aDBS outperformed cDBS Rosa et al. [483]

Epilepsy Thal. / Thal. Optogenetic inhibition of thalamus upon LL-threshold of LFP Proof of concept Paz et al. [106]

Epilepsy ECoG / TES TES applied on spike threshold of epileptic waveform
Decreased seizure duration by 60% on average

Response delay was intensity dependent
Berenyi et al. [478]

Epilepsy ECoG / TES
TES applied upon threshold of signal power

1 sec. pulse train applied up to 5 times/min
50% decrease in clinical seizures 3 Osorio et al. [484]

ECoG / Thal.
TES applied upon threshold of signal power

2.5 - 30 sec pulse train applied
40% decrease in clinical seizures

**In both cases frequency was incremented after 2 failed

stimulations

Epilepsy ECoG / TES
TES applied on seizure detection

200Hz 95ms trains with individualised intensities

n=2 100% e�ective

n=1 unresponsive
Kosso� et al. [485]

Hippocampi
DBS applied on seizure detection

200Hz 95ms train
n=1 100% e�ective

Epilepsy
Cortex & Hipp.

/ Thal.

Threshold detection of synchronisation at recording sites

Triggered 1min HFS to thalamus
Improved performance over cDBS "per energy" Good et al. [486]

3i.e. seizures did not develop into symptoms
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PD is also seeing a rise in CLDBS trials. Increased β-band activity has been found to correlate with

symptoms of PD [213, 480] and is the predominant biomarker used, although recent suggestions of

phase-amplitude coupling of β-γ activity as a target [183].

Early stages of more typical controller designs are starting to appear. A proportional controller has

been used in [483] to vary stimulation current based on β-band activity above the 'pathological'

threshold. A pseudo-integral controller has been used by [484] to increment frequency of DBS after

two instances of failed interruptions.

There are a number of key topics of investigation in the area of CLDBS systems:

� Removal of stimulus artefacts to prevent interference with recordings and biomarkers.

� Optimal Control Algorithms.

� Wireless Telemetry to allow freely moving patients and enhance quality-of-life.

� Low Power Consumption for increased battery life and reduction of periodic surgeries.

� Robust Biomarkers that are e�ective in di�erent patient states (moving, sleeping, under

pharmacological e�ects).
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Appendix B

Additional Results

This appendix contains results that provide additional support to works describe in the thesis,

including:

1. An example of a thalamic SSEP recorded after hindlimb stimulation.

2. An example of an SSEP recorded from the brainstem after forelimb stimulation.

3. An example of late-latency oscillations in the thalamic forelimb SSEP.

4. A comparison of reference location on the thalamic forelimb SSEP waveform.

5. Recordings under Iso�urane anaesthesia.

6. Additional simulated thalamic SSEP waveforms.
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B.1 Mouse Hindlimb SSEP

We recorded SSEPs elicited from subcutaneous electrical stimulation of the mouse hind-paw, one

example is shown in Figure B.1 - recorded from a Naive mouse with monopolar recording con�guration.

Note the response to hindlimb stimulation occurs ∼ 4-5 ms later than that of forelimb evoked

responses. Hindlimb evoked SSEPs were not used in the results contained in the thesis due to the

lack of reliability in obtaining a response. This is believed to be due to the smaller representation

area of the hindlimb within the thalamus.
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Figure B.1: Hindpaw evoked SSEP recorded in the VPL of a naive mice. (Top) LFP response,

(Middle) MUA Response, (Bottom) Spike Histogram.
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B.2 Brainstem Recordings

We performed direct recordings from the dorsal column nuclei of a single mouse under Ketamine/Xylazine

anaesthesia. We showed the LFP and unit responses to forepaw stimulation occurred at a latency

of ∼ 4 milliseconds after stimulation, in agreement with that from rats [487, 488, 489]. The surface

LFP response had a dominant negative peak which inverted as the electrode was inserted deeper.

The recording con�guration was using a monopolar PlasticsOne electrode as described previously,

referenced to a needle electrode subcutaneously inserted into the neck muscle.
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Figure B.2: Evoked potentials recorded from the dorsal column nuclei to forepaw stimulation: (a)

surface recording, (b) depth = 0.4mm, (c) depth = 0.6mm. Note: Noise artefacts exist in the MUA

response from the surface recording.
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B.3 Late-Latency Oscillatory SSEP Components

We recorded late-latency oscillations in thalamic SSEP waveforms, similar to Andersen et al. [332].

While the initial negative peaks remain relatively constant, the oscillations vary over time with the

depth of anaesthesia.

Figure B.3: Presence of oscillations in the thalamic forelimb SSEP. 3 sets of 100 trials were taken

10 minutes apart and shown from top to bottom. The early latency component remains unchanged

but a late oscillatory component develops as anaesthesia presumably becomes lighter.

The occurrence of additional negative peaks (at ≈ 90, 180 ms post-stimulation) occurred at the same

time as unit activity recorded by Andersen et al. [332] and 'late-period' �ring by Hirai et al. [115].
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B.4 E�ect of Reference Location on Thalamic SSEPs

We compared the e�ect of the reference electrode location on the thalamic SSEP waveform. Here

we used either an ECoG screw, located over the olfactory bulb, or a needle electrode, inserted into

the neck muscle of the mouse as the reference and a monopolar recording con�guration as described

previously. We observed no noticeable di�erences in the MUA signal, spike histogram or early latency

N1 and N2 peaks of the LFP response. A small di�erence in late latency response was observed that

may re�ect slight changes in the depth of anaesthesia as was the case in the previous section B.3. A

small di�erence in the P1 peak may just be variability or could be a contribution from the cervical

spinal cord near the placement of the neck reference electrode. Nevertheless we conclude that there

is no in�uence of reference location on the early evoked response (N1 & N2 peaks) and therefore

they must originate from the extracellular potentials at the electrode inserted in the thalamus.
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Figure B.4: The e�ect of reference location on the thalamic SSEP waveform: (top) LFP, (bottom

left) MUA, (bottom right) Spike Histogram.
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B.5 Recordings under Iso�urane

In this section we show results for electrophysiological recordings taken from the cortex and thalamus

of mice under Iso�urane anaesthesia (1.5-2%). The recording con�guration was that described in

Chapter 5, with an ECoG screw placed over the SSFL region of the cortex and bipolar electrode

inserted into the VPL. A reference ECoG screw was placed over the cerebellum. All thalamic signals

below represent the di�erential recording between a single thalamic electrode and the reference.
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Figure B.5: A comparison of spontaneous activity in the cortex and thalamus from a naive mouse

under Iso�urane (1.5-2%) anaesthesia.

Interestingly we obtain a similar thalamic SSEP waveform to that recorded from our stroke mouse,

that being an early negative peak corresponding to unit activity. The only di�erence is the positive

peak following the initial response is present in Iso�urane anaesthetised mice, that shows similarity to

SSEPs recorded under urethane by others [293]. As mentioned previously, this is likely hyperpolarisation

from the TRN. It does not however contain any later negative peaks that would represent corticothalamic

feedback, which is expected as from Figure B.6, the cortical response is absent.
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Figure B.6: A comparison of SSEPs evoked in the cortex and thalamus from a naïve mouse under

Iso�urane (1.5-2%) anaesthesia. An early response is evident in the thalamus but the cortical SSEP

is completely abolished.
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Figure B.7: A closer look at SSEPs evoked in the VPL of a naïve mouse under Iso�urane (1.5-2%)

anaesthesia. The waveform consists of an early negative peak at ≈ 7ms, which corresponds with

unit activity, followed by a brief positive peak where there is no unit activity.
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B.6 Additional Simulated Thalamic SSEPs

Given the hypothesis that the slow positive wave following the �rst negative de�ection in the

thalamic SSEP waveform is generated by hyperpolarising currents driven by TRN neurons, we can

moderately adjust our simulated SSEP model from Section 2.4 to replicate this phenomena. The

activation of GABAaR's is relatively quick and not consistent with the time scale of this positive

waveform, although does �t the sharper positive wave generated following initial depolarisation. The

synaptic currents generated by GABAbR's however are much slower as it takes time to generate

enough G-Protein to open the hyperpolarising K+channels. Their activation requires signi�cant and

prolonged concentrations of synaptic GABA which can develop from LTS bursting of TRN neurons.

By doubling the GABAbR conductance, removing the GABAaR conductance and speeding up the

time constants we can begin to observe the development of a more prolonged positive wave and in

instances the generation of the oscillatory phenomenon mentioned by Andersen et al. [332], Mishima

et al. [329] and in our recordings (Appendix B.3). The simulated waveform is shown in Figure B.8.
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Figure B.8: Simulated thalamic SSEP with large hyperpolarising currents generating a late

prolonged positive wave that can trigger oscillatory LTS bursts between TC and TRN populations.

The peak in the thalamic SSEP waveform that is of most speculation is the N2 waveform. We have

described that it could be both cortical feedback or a volume-conducted potential from the cortex

if the latencies from TC-Ctx and Ctx-TC are short enough. We also suggest that the N2 waveform

may be generated within the TRN, which is only 100's of µm from the recording location in the VPL

of a mouse. By incorporating the synaptic currents generated in the TRN into Equation 2.70 and

using radial distances distributed between 100-250 µm we observe a similar N2 waveform generated

by the excitatory synaptic current from thalamocortical collaterals.
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Figure B.9: Simulated Thalamic SSEP with second negative peak originating from the synaptic

depolarisation of TRN neurons by TC input.
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