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Abstract— The global robust output regulation problem for
output feedback systems with unknown exosystems was studied
some years ago using the adaptive control technique. However,
a critical issue concerning the convergence of an estimated
parameter vector to the true parameter vector has not been
addressed. In this paper, we will address this issue and show that
the estimated parameter vector converges to the true parameter
vector if the dimension of the internal model is minimal in
certain sense.

Index Terms–adaptive control, output regulation, nonlinear
systems.

I. INTRODUCTION

Consider the class of uncertain nonlinear systems de-

scribed as follows:

ż = F (w)z + G(y, v, w)y + D1(v, w)

ẏ = H(w)z + K(y, v, w)y + b(w)ξ1 + D2(v, w)

ξ̇i = −λiξi + ξi+1, i = 1, · · · , r − 2

ξ̇r−1 = −λr−1ξr−1 + u

e = y − q(v, w) (1)

v̇ = A1(σ)v (2)

where col(z, y) ∈ Rn and ξ = col(ξ1, · · · , ξr−1) ∈ Rr−1

are the states, y ∈ R is the output, u ∈ R the input,

e ∈ R the tracking error, w ∈ Rnw the uncertain parameter,

and v ∈ Rq the exogenous signal. The signal v represents

either the disturbance or reference input or both and is

generated by system (2) which is called exosystem. The

entries of the matrix A1(σ) are functions of a parameter

σ ∈ Rσ where Σ is a subset of Rσ. It is assumed that

all the functions in system (1) are sufficiently smooth and

D1(0, w) = 0, D2(0, w) = 0, and q(0, w) = 0 for all

w ∈ Rnw . The system described by (1) and (2) is obtained by

performing dynamic extension and coordinate transformation

on the class of nonlinear systems in output feedback form

([7], Ch.7). Therefore, for convenience, we will also call

the system described by (1) and (2) as an output feedback

system.

To have our problem well posed, we assume the following:

Assumption 1.1: For all σ ∈ Σ ⊂ Rσ, all the eigenvalues

of A1(σ) are distinct with zero real parts.
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As a result, the general solution of the exosytem is a sum

of finitely many sinusoidal functions with their frequencies

depending on the eigenvalues of A1(σ) and amplitudes and

initial phases on the initial condition of v.

Briefly, our problem can be stated as follows. Given Σ,

design an output feedback control law such that, for all w,

all v(0), all σ ∈ Σ, the trajectory of the closed-loop system

starting from any initial state of the plant and the controller

exists and is bounded for all t ≥ 0, and furthermore, the

tracking error e(t) approaches zero asymptotically.

The above problem includes the case where the exosystem

is known as a special case by letting Σ consist of a single

known parameter σ. For this scenario, the global robust

output regulation problem for the output feedback systems

has been studied in [12] for a special case, and then in [3]

for more general case. When the exosystem is unknown,

some special version of the global robust output regulation

problem for output feedback systems is studied in [4] and

[5]. Also, the global robust output regulation problem for a

class of large-scale systems was studied in [14]. The large-

scale system in [14] includes the output feedback system as

a special case when the number of the subsystems is equal to

one. When the exosystem is unknown, the adaptive control

technique has to be adopted to handle a parameter vector

which depends on the unknown parameter σ and whose

dimension is equal to that of the internal model employed. It

is important to know whether or not the estimated parameter

vector will converge to the true parameter vector. However,

this critical issue was not addressed in [14]. In this paper,

we will address this parameter convergence problem. We

will also introduce the concept of minimal internal model

which is an internal model with its dimension being no

more than twice as many as the sinusoids in the steady-state

input of the system. Then we will show that the estimated

parameter vector will converge to the true parameter vector

if the minimal internal model is employed.

It should be noted that the output regulation problem

for some other classes of nonlinear systems with uncertain

exosystem have also been studied in [2], [10], [11], [13].

However, these papers either did not address the parameter

convergence issue or did not address this issue thoroughly.

The rest of this paper is organized as follows. Some

assumptions and preliminaries will be given in Section II. In

Section III, the solvability of the problem will be presented.

Section IV further addresses the parameter convergence

issue. An example to illustrate our method will be presented

in Section V.
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II. PROBLEM FORMULATION AND PRELIMINARIES

Like in [14], the output regulation of (1) as described

above can be converted into an adaptive regulation problem

of an augmented system defined in (7). To introduce this

conversion, let us list a few additional assumptions.

Assumption 2.1: b(w) > 0 for all w ∈ Rnw .

Assumption 2.2: There exists a sufficiently smooth func-

tion z(v, w, σ) with z(0, 0, 0) = 0, such that, for all v ∈ Rq ,

w ∈ Rnw , σ ∈ Σ,

∂z(v, w, σ)

∂v
A1(σ)v = F (w)z(v, w, σ)

+G(q(v, w), v, w)q(v, w) + D1(v, w).

Assumption 2.3: There exist an integer s, a sufficiently

smooth function τ : Rq+nw+σ 7→ Rs vanishing at the origin,

and a pair of matrices Φ(σ) ∈ Rs×s and Γ1(σ) ∈ R1×s

where, for all σ ∈ Σ, (Γ1(σ), Φ(σ)) is observable and all

the eigenvalues of Φ(σ) are distinct with zero real parts,

such that, for all v, w and σ ∈ Σ,

dτ(v, w, σ)

dt
= Φ(σ)τ(v, w, σ)

Ξ1(v, w, σ) = Γ1(σ)τ(v, w, σ). (3)

Remark 2.1: As explained in [3], Assumptions 2.1

and 2.2 guarantee that the regulator equations associ-

ated with system (1) have a global solution given by

col(z(v, w, σ),y(v, w),Ξ(v, w, σ)) and u(v, w, σ), where

y(v, w) = q(v, w)

Ξ1(v, w, σ) =
1

b(w)

(∂q(v, w)

∂v
A1(σ)v − H(w)z(v, w, σ)

−K(q(v, w), v, w)q(v, w) − D2(v, w)
)

Ξi(v, w, σ) =
∂Ξi−1(v, w, σ)

∂v
A1(σ)v

+λi−1Ξi−1(v, w, σ), i = 2, · · · , r − 1

u(v, w, σ) =
∂Ξr−1(v, w, σ)

∂v
A1(σ)v

+λr−1Ξr−1(v, w, σ) (4)

and Ξ(v, w, σ) = col(Ξ1(v, w, σ), · · · ,Ξr−1(v, w, σ)).

System (3) is called a steady-state generator with output

ξ1 of system (1). Since, for all σ ∈ Σ, (Γ1(σ), Φ(σ)) is

observable and all the eigenvalues of Φ(σ) have zero real

parts, for any Hurwitz matrix M ∈ Rs×s and N ∈ Rs×1

such that (M,N) is controllable, the Sylvester equation

T (σ)Φ(σ)−MT (σ) = NΓ1(σ) has a unique solution T (σ)
which is nonsingular. Let θ = T (σ)τ . Then, we can define

a dynamic system of the form

η̇ = Mη + Nξ1. (5)

System (5) is called an internal model of (1) with output ξ1,

see, e.g., [3], [8].

Attaching (5) to (1) leads to what is called the augmented

system [3]. Further, performing on the augmented system the

following coordinate and input transformation

z̄ = z − z(v, w, σ)

e = y − q(v, w)

η̃ = η − θ(v, w, σ) − Nb−1(w)e (6)

leads to a lower triangular system of the form

˙̄z = F (w)z̄ + G̃(x1, µ)x1

˙̃η = Mη̃ + MNb−1(w)x1 − Nb−1(w)(H(w)z̄

+K̃(x1, µ)x1)

ẋ1 = H(w)z̄ + K̃(x1, µ)x1 + ΨσNx1 + b(w)Ψσ η̃

+b(w)(x2 − Ψση)

ẋi = −λi−1xi + xi+1, i = 2, · · · , r (7)

where x = col(x1, · · · , xr) = col(e, ξ1, · · · , ξr−1), xr+1 =
u, µ = col(v, w), Ψσ = Γ1(σ)T−1(σ), and

G̃(x1, µ)x1 = G(q + x1, µ)(q + x1) − G(q, µ)q

K̃(x1, µ)x1 = K(q + x1, µ)(q + x1) − K(q, µ)q.

Remark 2.2: System (7) is called a semi-translated aug-

mented system which is somehow different from the trans-

lated augmented system (15)-(19) described in [3] in that no

coordinates transform is performed on the states x2, · · · , xr

and no input transform on u. Also, due to the explicit pres-

ence of η which can be viewed as a persistent external input

to system (7), the origin is not an equilibrium of system (7).

As a result, we cannot solve the output regulation problem

of our original system by stabilizing (7). Nevertheless, it can

still be seen that, if there exists a control law of the form

ζ̇ = gζ(ζ, x1, · · · , xr, η)

u = kζ(ζ, x1, · · · , xr, η) (8)

that solves the global robust regulation problem of system (7)

in the sense that, for any initial condition of the closed-loop

system and the exosystem, and any fixed unknown parameter

w and σ, the solution of the closed-loop system is bounded

for all t ≥ 0, and x1 approaches 0 asymptotically, then the

following control law

η̇ = Mη + Nξ1

ζ̇ = gζ(ζ, e, ξ1, · · · , ξr−1, η)

u = kζ(ζ, e, ξ1, · · · , ξr−1, η)

solves the global robust output regulation of system (1).

In what follows, we will focus on solving the global robust

regulation problem for system (7). To this end, we further

assume the following:

Assumption 2.4: F (w) is Hurwitz for all w ∈ Rnw .

III. SOLVABILITY OF THE PROBLEM

Let us first introduce a few inequalities and notations

to be used later. Since G̃(x1, µ) and K̃(x1, µ) are real-

valued continuous functions, there exist sufficiently smooth
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functions qi(µ) ≥ 1, ai(x1) ≥ 1, i = 1, 2, such that, for

each µ ∈ Rq × Rnw , x1 ∈ R,

|G̃(x1, µ)x1|
2 ≤ q1(µ)a1(x1)x

2
1

|K̃(x1, µ)x1|
2 ≤ q2(µ)a2(x1)x

2
1. (9)

Define x̄1 = x1, x̄r+1 = 0, γ0 = 0,

α1(x1, k, η, Ψ̂) = −kρ(x̄1)x̄1 + Ψ̂η

τ1(x1, η) = −ηT x̄1

x̄i+1 = xi+1 − αi, i = 1, · · · , r

γi−1(x1, · · · , xi, k, η, Ψ̂, b̂) = γi−2 −
∂αi−1

∂x̄1
x̄i(x2 − Ψ̂η)

with ρ(·) being some smooth nonnegative function to be

specified later. Further, for i = 2, · · · , r, let

αi(x1, · · · , xi, k, η, Ψ̂, b̂)

= λi−1xi +
∂αi−1

∂k
k̇ +

i−1
∑

j=2

∂αi−1

∂xj

ẋj

+
∂αi−1

∂η
η̇ +

∂αi−1

∂b̂
γi−1(x1, · · · , xi, k, η, Ψ̂, b̂)

+



b̂ −
i−2
∑

j=2

x̄j+1
∂αj

∂b̂





∂αi−1

∂x̄1
(x2 − Ψ̂η)

−x̄i−1 − x̄i − (
∂αi−1

∂x̄1
)2x̄i + τi

∂αi−1

∂Ψ̂

+
∂αi−1

∂x̄1
ηT

i−2
∑

j=1

∂αj

∂Ψ̂
x̄j+1

τi(x1, · · · , xi, k, η, Ψ̂, b̂) = τi−1 +
∂αi−1

∂x̄1
ηT x̄i.(10)

Lemma 3.1: Consider the closed-loop system composed

of (7) and the following control law

u = αr(x, k, η, Ψ̂, b̂)

k̇ = ρ(x̄1)x̄
2
1

˙̂
Ψ = τr(x, k, η, Ψ̂, b̂)
˙̂
b = γr−1(x, k, η, Ψ̂, b̂). (11)

There exist a sufficiently smooth function ρ and a Lyapunov

function Vr such that, along the trajectory of the closed-loop

system,

V̇r ≤ −‖z̄‖2 − ‖η̃‖2 −
r

∑

j=1

x̄2
j . (12)

Proof: Let

V1 = 2l̄z̄T P̃ (w)z̄ + 2h̄η̃T P η̃ + x̄2
1 + b(w)(k − k̄)2

+b(w)‖Ψ̂ − Ψσ‖2 (13)

with l̄, h̄, and k̄ some positive constants and P̃ (w) and P
the positive definite solutions to the Lyapunov equations

P̃ (w)F (w) + FT (w)P̃ (w) = −In−1

PM + MT P = −Is. (14)

Then, the time derivative of V1 along the trajectory of x̄1

subsystem with x2 = x̄2 + α1 is given by

V̇1 ≤ −2
(

l − ‖H(w)‖2
)

‖z̄‖2 − 2
(

h − ‖Ψσb(w)‖2
)

‖η̃‖2

+2
(

q̄1(µ)s1(x̄1) + q2(µ)a2(x̄1) + ‖ΨσN‖2

−b(w)k̄ρ(x̄1)
)

x̄2
1 + 2b(w)(Ψ̂ − Ψσ)(

˙̂
Ψ − τ1)

T

+2b(w)x̄1x̄2

where l = l̄(1 − ǫ1‖P̃ (w)‖2) − h̄ǫ−1
2 ‖H(w)‖2, h =

h̄(1 − ǫ2‖PMNb−1(w)‖2 − 2ǫ2‖PNb−1(w)‖2), q̄1(µ) ≥
max(l̄ǫ−1

1 q1(µ), h̄ǫ−1
2 q2(µ), 1) and s1(x̄1) = a1(x̄1) +

a2(x̄1) + 2,∀ǫ1 > 0,∀ǫ2 > 0.
Letting

Vi = V1 +
i

∑

j=2

x̄2
j + (b̂ − b(w))2

gives

V̇i ≤ −2
(

l − i‖H(w)‖2
)

‖z̄‖2 − 2
(

h − i‖Ψσb(w)‖2
)

‖η̃‖2

+2
(

q̄(µ)s(x̄1) + i(q2(µ)a2(x̄1) + ‖ΨσN‖2)

−b(w)k̄ρ(x̄1)
)

x̄2
1 + 2



b̂ − b(w) −
i−1
∑

j=2

x̄j+1
∂αj

∂b̂





×
(

˙̂
b − γi−1(x1, · · · , xi, k, η, b̂)

)

+2



b(w)Ψ̂ − b(w)Ψσ −
i−1
∑

j=1

x̄j+1

(

∂αj

∂Ψ̂

)T





×(
˙̂
Ψ − τi)

T −
i

∑

j=2

x̄2
j + 2x̄ix̄i+1

where q̄(µ) ≥ max(q̄1(µ), b(w)2 + 1), s(x̄1) ≥ s1(x̄1) + 1.
Finally, by taking the control law (11) we obtain

V̇r ≤ −2
(

l − r‖H(w)‖2
)

‖z̄‖2 − 2
(

h − r‖Ψσb(w)‖2
)

‖η̃‖2

+2
(

q̄(µ)s(x̄1) + r(q2(µ)a2(x̄1) + ‖ΨσN‖2)

−b(w)k̄ρ(x̄1)
)

x̄2
1 −

r
∑

j=2

x̄2
j .

For any fixed w and σ, there exist ǫ1, ǫ2 such that

1 − ǫ2‖PMNb−1(w)‖2 − 2ǫ2‖PNb−1(w)‖2 > 0,
and 1 − ǫ1‖P̃ (w)‖2 > 0. Thus, if we choose

h̄ ≥ 1+r‖Ψσb(w)‖2

1−ǫ2‖PMNb−1(w)‖2−2ǫ2‖PNb−1(w)‖2 , l̄ ≥
1+r‖H(w)‖2+h̄ǫ

−1

2
‖H(w)‖2

1−ǫ1‖P̃ (w)‖2
, then l − r‖H(w)‖2 ≥

1, h − r‖Ψσb(w)‖2 ≥ 1. Also, letting k̄ ≥
1

ab(w)max(q̄(µ), rq2(µ), r‖ΨσN‖2), ρ(x̄1) ≥ a(s(x̄1) +

a2(x̄1) + 2) with a any positive real number yields

b(w)k̄ρ(x̄1) ≥ q̄(µ)s(x̄1) + r(q2(µ)a2(x̄1) + ‖ΨσN‖2) + 1.
As a result, we obtain inequality (12).

We now make use of the Lyapunov function candidate Vr

and inequality (12) to establish the following result.

Theorem 3.1: Under Assumptions 1.1, 2.1-2.4, there ex-

ists a feedback controller composed of (5) and (11) that
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solves the global robust output regulation problem for non-

linear system (1) with exosystem (2).

Proof: Let x̄c = (z̄T , η̃T , x̄1, · · · , x̄r, k, Ψ̂, b̂)T . Since Vr

is positive definite and thus inequality (12) implies that x̄c

is bounded for all t ≥ 0. Using the definition of η̃ shows η
is also bounded since v is bounded. Thus, αi as well as xi,

i = 1, · · · , r, are bounded. Therefore, all the states as well

as their derivatives of the closed-loop system composed of

(7) and (11) are bounded. Furthermore, using (12) shows z̄,

η̃ and x̄i, 1 ≤ i ≤ r, are square integrable on [0,∞). By

Barbalat’s lemma, col(z̄, η̃, x̄1, · · · , x̄r) approaches zero as

t → ∞. Thus the proof is completed.

Remark 3.1: It can be seen that the closed-loop system

composed of the given system (1), exosystem (2) and the

control law (5) and (11) has the following two properties:

(i) limt→∞(x2 − Ψση) = 0,

(ii) limt→∞
˙̂
Ψ = 0 and

lim
t→∞

(Ψ̂ − Ψσ)T (σ)τ = 0. (15)

In fact, from the third equation of (7), the first property

follows from the fact that ẋ1, x1, z̄, and η̃ approach zero as

t → ∞. Also, from (11),
˙̂
Ψ is a linear function of x̄1, · · · , x̄r.

Thus limt→∞
˙̂
Ψ = 0 since limt→∞ x̄i = 0, i = 1, · · · , r. To

show (15), note that since both x̄1 and x̄2 approach 0 as

t → ∞, so does (x2 − Ψ̂η). Further, noting (x2 − Ψση)
approaches zero as t → ∞ gives

lim
t→∞

(Ψ̂ − Ψσ)η = 0.

Finally, noting limt→∞(η − θ) = 0 and θ = T (σ)τ gives

(15).

IV. CONVERGENCE OF Ψ̂ TO Ψσ
AND THE MINIMAL

INTERNAL MODEL

In this section, we will ascertain conditions under which

the unknown parameter vector Ψ̂ will converge to Ψσ as

t tends to infinity. For this purpose, let us first establish a

lemma.

Lemma 4.1: Let g : [0,∞) → Rn be continuously

differentiable and f : [0,∞) → Rn be bounded piecewise

continuous function. Further assume there exist positive

constants ǫ, t0, T0 such that, for any unit row vector c of

dimension n, and any t ≥ t0,

1

T0

∫ t+T0

t

|cf(s)|ds ≥ ǫ. (16)

Then

lim
t→∞

g(t) = 0 (17)

if

lim
t→∞

ġ(t) = 0 (18)

and

lim
t→∞

gT (t)f(t) = 0. (19)

Proof: Suppose (17) is not true. Then there exist a time

sequence s1 < s2 < · · · satisfying si → ∞ as i → ∞ and a

number δ1 > 0, such that |g(si)| > δ1.

By assumptions (18) and (19), for any δ2 > 0 and δ3 > 0,

there exists a time t1, such that,

|ġ(t)| ≤ δ2, ∀t ≥ t1

and

|gT (t)f(t)| ≤ δ3, ∀t ≥ t1.

As a result,

|g(t + T0) − g(t)| ≤

∫ t+T0

t

|ġ(x)|dx ≤ δ2T0,∀t > t1.

Let f̄ be some real number such that |f(t)| < f̄,∀t ≥ 0.

Then, for any si > t1,

∫ si+T0

si

|gT (s)f(s)|ds

≥

∫ si+T0

si

|gT (si)f(s)|ds

−

∫ si+T0

si

|[g(s) − g(si)]
T f(s)|dx

≥ T0δ1ǫ − δ2T0f̄ .

Since δ2 can be arbitrarily small,
∫ si+T0

si

|gT (s)f(s)|ds ≥ ǫ2
for some positive ǫ2 independent of δ3. Thus, there exists a

time s̄i ∈ [si, si + T0] such that

|gT (s̄i)f(s̄i)| ≥ ǫ2/T0.

Noting δ3 can be arbitrarily small leads to a contradiction.

The proof is thus completed.

Remark 4.1: Condition (16) is known as persistent exci-

tation (PE) condition [9]. This lemma gives the convergence

condition of the function g(t) to the origin based on two

asymptotic properties (18) and (19) of g(t) and the persistent

excitation condition of f(t). The result is of interest in that it

does not assume that g(t) has to be governed by some linear

differential equation as assumed in the literature of adaptive

control of linear systems. Thus, it also applies to adaptive

control of nonlinear systems. It should be noted that the fact

that limt→∞ ġ(t) = 0 alone plus the PE condition of f does

not necessarily imply the existence of limt→∞ g(t).
We are now ready to introduce the concept of min-

imal internal model to give the conditions under which

limt→∞(Ψ̂−Ψσ) = 0. For this purpose, we assume, without

loss of generality, that Φ(σ) and Γ1(σ) is in the following

observer canonical form:

Φ =















0 1 0 · · · 0
0 0 1 · · · 0
...

...
... · · ·

...

0 0 0 · · · 1
a1(σ) a2(σ) a3(σ) · · · as(σ)















Γ1 =
[

1 0 · · · 0
]

(20)
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where, for each σ ∈ Rσ, a1(σ), a2(σ), a3(σ), · · · , as(σ) are

constant real numbers. Thus, Ξ1(v, w, σ) satisfies, for all

σ ∈ Σ,

dsΞ1(v, w, σ)

dts

= a1(σ)Ξ1(v, w, σ) + a2(σ)
dΞ1(v, w, σ)

dt
+

· · · +as(σ)
d(s−1)Ξ1(v, w, σ)

dt(s−1)
(21)

for all trajectories v(t) of the exosystem, and all w, and

τ(v, w, σ) = col(Ξ1(v, w, σ)), Ξ̇1(v, w, σ),

· · · ,Ξ
(s−1)
1 (v, w, σ)).

As an elaboration of what was introduced in [6], we call a

monic polynomial P σ(λ) = λs − a1(σ) − a2(σ)λ − · · · −
as(σ)λs−1 a global zeroing polynomial of Ξ1(v, w, σ) on Σ,

if, along all trajectories v(t) of the exosystem v̇ = A1(σ)v,

all σ ∈ Σ, and all w, Ξ1(v, w, σ) satisfies a differential

equation of the form (21). A monic polynomial P σ(λ) is

called a minimal zeroing polynomial of Ξ1(v, w, σ) on Σ
if P (λ) is a zeroing polynomial of Ξ1(v, w, σ) on Σ of

least degree. Assume Ξ1(v, w, σ) is an analytic function in v
and the nonzero eigenvalues of A1 be ±jω1, · · · ,±jωk with

ωi > 0 where k = q/2 if q is even and k = (q − 1)/2 if q
is odd. Then, it can be deduced from the result of [6] that,

there exist a set

Ω = {l1ω1 + · · · + lkωk, l1, · · · , lk = 0,±1, · · · ,±∞},

an integer s, and s distinct members of Ω denoted by ω̂l,

l = 1, · · · , s, such that, along all trajectories v(t) of the

exosystem, for any w and any σ ∈ Σ,

Ξ1(v(t), w, σ) =
s

∑

l=1

Cl(v0, w, σ)ejω̂lt, (22)

where Cl(v0, w, σ) are complex numbers not identically zero

for all v0, w, and σ.

We call a steady-state generator as the minimal steady-

state generator if the dimension of the steady-state gener-

ator (3) is equal to the degree s of the minimal zeroing

polynomial of Ξ1(v, w, σ) on Σ. Since the dimension of an

internal model is equal to that of the corresponding steady-

state generator, we call an internal model as the minimal

internal model if the dimension of the internal model is equal

to the degree of the minimal polynomial of Ξ1(v, w, σ) on

Σ.

We are now ready to state our main conclusion as follows:

Theorem 4.1: Under Assumptions 1.1, 2.1-2.4, suppose

v(t) is a periodic function of period T0 (which is true if

ω1, · · · , ωk have a common multiple). If the internal model

(5) is of minimal dimension, and v0, w and σ are such that

none of Cl(v0, w, σ) is zero, then the feedback controller

composed of (5) and (11) is such that limt→∞(Ψ̂−Ψσ) = 0.

Proof: Let gT (t) = (Ψ̂(t) − Ψσ)T (σ) and f(t) =
τ(v(t), w, σ). Then both g and f are well defined over

[0,∞), g is continuously differentiable and f is bounded

piecewise continuous over [0,∞) and periodic with period

T0. By (15), g and f satisfy conditions (18) and (19),

respectively. We now only need to show that f also satisfies

(16). Let c = [c1, · · · , cs] be any constant row vector of

dimension s. Then cf(t) is a trigonometric polynomial,

i.e., it is a linear combination of the sinusoidal functions

sin(ω̂l +φl), l = 1, · · · , s. Moreover, the fact that cf(t) = 0
for all t ≥ 0 implies

c1 + c2(jω̂l) + · · · + cs(jω̂l)
s−1 = 0 (23)

for l = 1, · · · , s. Thus, c must be zero. Therefore, for any unit

row vector c, cf(t) is a nonzero trigonometric polynomial.

Consider the following function
∫ t+T0

t
|cf(s)|ds which is a

continuous function of c with a compact domain ‖c‖ = 1,

is independent of T0 and any t > 0, and is strictly positive

for any unit row vector c. Thus f satisfies (16). The proof

is thus completed by Lemma 4.1.

Remark 4.2: In Theorem 4.1, for the simplicity of proof,

we assume the periodic property of v(t). It is possible to

remove this assumption by using the argument given in

Lemma 3.4 of [1]. The employment of a minimal internal

model guarantees that the dimension of the unknown vector

Ψσ is no more than twice as many as the sinusoids in the

signal Ξ1. Thus, the employment of an minimal internal

model guarantees the satisfaction of the persistent excitation

condition. This condition is indispensable. In fact, if the

dimension of the steady-state generator were ŝ > s for some

integer ŝ, then τ would be as follows

τ(v, w, σ) = col(Ξ1(v, w, σ)), Ξ̇1(v, w, σ),

. . . ,Ξ
(ŝ−1)
1 (v, w, σ)).

Let c = [c1, · · · , cŝ] be any constant row vector of dimension

ŝ. Then the fact that cf(t) = 0 for all t would still imply

c1 + c2(jω̂l) + · · · + cŝ(jω̂l)
ŝ−1 = 0 (24)

for l = 1, · · · , s. But (24) would not imply c = 0 since

ŝ > s. On the other hand, assume the minimal internal model

is employed and (v0, w, σ) is such that Cl(v0, w, σ) = 0 for

some l. Then there exists nonzero c = [c1, · · · , cs] such that

cf(t) = 0 for all t. Thus the assumption that v0, w and σ are

such that none of Cl(v0, w, σ) is zero is also indispensable.

V. AN EXAMPLE

Consider the system

ż1 = −z1 + sin2(y − v1)y

ż2 = −z2 + y

ẏ = z2 − a1y − a3y
3 + bξ1

ξ̇1 = −ξ1 + u

e = y − v1

v̇ = A1(σ)v, t ≥ 0 (25)

where a1 and a3 are nonzero real numbers, b is an unknown

positive number, and A1 =

[

0 σ
−σ 0

]

with σ ∈ Σ = {a >
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0}. System (25) is in the form of (1) with exosystem (2) with

z = col(z1, z2), v = col(v1, v2), F (w) =

[

−1 0
0 −1

]

,

G(y, v, w)y =

[

− sin2(y − v1)y
y

]

, H(w) =
[

0 1
]

,

K(y, v, w)y = −a1y−a3y
3, D1(v, w) = D2(v, w) = 0, r =

2 and λ1 = 1. It can be verified that all assumptions needed

for the satisfaction of Theorem 3.1 and Theorem 4.1 are

satisfied. In particular, the solution of the regulator equations

is z1(v, w, σ) = 0, z2(v, w, σ) = z10v1 + z01v2, y(v, w) =
v1, Ξ1(v, w, σ) = a10v1+a01v2+a30v

3
1 , where z10 = 1

1+σ2 ,

z01 = − σ
1+σ2 , a10 = a1 − z10, a01 = σ − z01, a30 = a3.

Further, it can be seen that the minimal zero polynomial of

Ξ1(v, w, σ) is λ4+10σ2λ2+9σ4. Thus the minimal internal

model is of dimension 4.

Letting v(0) =

[

v10

v20

]

gives v(t) = A

[

sin(σt + φ1)
sin(σt + φ2)

]

with A =
√

v2
10 + v2

20, φ1 = arctan v10

v20

, and φ2 =
arctan(−v20

v10

). As a result,

Ξ1(v(t), w, σ) = a10v1 + a01v2 + a30v
3
1

= P 3
1 sin(σt + ψ3

1) + P 3
3 sin(3σt + ψ3

3)

with P 3
1 = ((a10A + 3

4a30A
3)2 + a2

01A
2 + a01A

2(2a10 +
3
2a30A

2) cos(φ2−φ1))
1

2 and P 3
3 = − 1

4a30A
3, which implies

that Ξ1(v(t), w, σ) is the sum of two sinusoidal functions

with frequencies σ and 3σ. Since the internal model is

minimal, and for all nonzero v(0), w, and any σ ∈ Σ, the

amplitudes of the two sinusoidal functions are nonzero. The

condition for the convergence of the unknown parameter Ψ̂
to the true value Ψσ is also satisfied.

Following the procedure of Section III, a specific con-

troller can be designed. Due to the space limit, the details

are omitted. Computer simulation is also conducted and

some results are shown in Figures 1-2 where the initial

condition is v1(0) = 1, v2(0) = 0, z1(0) = 1, z2(0) = 0,

y(0) = 1, ξ1(0) = 0, η(0) = 0, Ψ̂(0) = 0, k(0) = 3,

b̂(0) = 0, the parameters are σ = 0.2, b = 1, a = 1,
a1 = 1, a3 = 1. It can be seen that the objective of

output regulation is achieved and Ψ̂ converges to Ψσ|σ=0.2 =
[

1.766 1.569 0.062 −0.392
]

.

VI. CONCLUSION

In this paper, the parameter convergence problem in the

output regulation of output feedback systems with unknown

exosystem has been addressed. It is emphasized that the

result on the convergence of the estimated parameter is not

limited to the output feedback systems and it also applies to

other types of nonlinear systems.
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Fig. 1. Profile of the tracking error.
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Fig. 2. Parameter convergence (a: Ψ̂1, b: Ψ̂2, c: Ψ̂3, d: Ψ̂4).
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