# Arithmetic hypergeometric series 

W. Zudilin


#### Abstract

The main goal of our survey is to give common characteristics of auxiliary hypergeometric functions (and their generalisations), functions which occur in number-theoretical problems. Originally designed as a tool for solving these problems, the hypergeometric series have become a connecting link between different areas of number theory and mathematics in general.
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## Introduction

Arithmetic, known nowadays more usually as number theory, is the heart and one of the oldest parts of mathematics. Carl Friedrich Gauss, arguably the greatest mathematician of all the time, called mathematics the 'Queen of science' and he referred to Number Theory as the 'Queen of mathematics'. Number theory is famous for having many problems which any school student can understand but whose solutions require deep methods of modern mathematics. A famous example is Fermat's Last Theorem about the insolvability of the equation $x^{n}+y^{n}=z^{n}$ in positive integers with $n>2$, which was not actually proved by Fermat himself but quite recently by Andrew Wiles. Another example, which remains an open problem, is the Riemann Hypothesis about the zeros of the function

$$
\zeta(s):=\sum_{n=1}^{\infty} \frac{1}{n^{s}} .
$$

It is a well-accepted fact that the central problems of number theory are very hard and as such require methods from many different branches of mathematics; the development of these methods is highly influential on mathematics in general.

Among the important tools for solving problems in number theory are the so-called special functions, whose origin and ultimate importance in mathematical physics was, for a long time, the main reason for their development. Special functions usually appear in exactly solvable problems of physical origin [10], but remarkably they are of definite value in number theory as well. All classical mathematical constants [55] such as $e, \pi$, values of the logarithms, generalized polylogarithmic functions, zeta values $\zeta(s)$ at integers $s>1$, come as special values of certain special functions (not necessarily uniquely chosen).

An important subclass of special functions is the hypergeometric functions [13], [61], [130] defined by the series

$$
{ }_{m} F_{m-1}\left(\left.\begin{array}{cccc}
a_{1}, & a_{2}, & \ldots, & a_{m}  \tag{1}\\
& b_{2}, & \ldots, & b_{m}
\end{array} \right\rvert\, z\right)=\sum_{n=0}^{\infty} \frac{\left(a_{1}\right)_{n}\left(a_{2}\right)_{n} \cdots\left(a_{m}\right)_{n}}{\left(b_{2}\right)_{n} \cdots\left(b_{m}\right)_{n}} \frac{z^{n}}{n!}
$$

in the unit disc $|z|<1$, and analytically continued to the whole $\mathbb{C}$-plane with cut along the ray $[1,+\infty)$. Here

$$
(a)_{n}=\frac{\Gamma(a+n)}{\Gamma(a)}= \begin{cases}a(a+1) \cdots(a+n-1) & \text { if } n \geqslant 1 \\ 1 & \text { if } n=0\end{cases}
$$

denotes the Pochhammer symbol (or rising factorial). The ${ }_{m} F_{m-1}$ function in (1) satisfies the linear differential equation

$$
\begin{equation*}
\left(\theta \prod_{j=2}^{m}\left(\theta+b_{j}-1\right)-z \prod_{j=1}^{m}\left(\theta+a_{j}\right)\right) y=0, \quad \theta=z \frac{\mathrm{~d}}{\mathrm{~d} z} \tag{2}
\end{equation*}
$$

of order $m$, which is an example of Picard-Fuchs differential equation [152]. The theory of hypergeometric functions allows for the unification of many recent achievements in number theory including, for example, Apéry's mysterious proof of the irrationality of $\zeta(3)$ [106] and Ramanujan's rapidly convergent series for $\pi$ [30].

It is not surprising to see that number theory in fact requires only a certain subclass of hypergeometric functions, the functions which meet several arithmetic requirements; for example, the parameters of (1) have to be rational or algebraic numbers. It is these functions which we refer to as arithmetic hypergeometric series. The idea to formalise such arithmetic conditions was born on the border of physical String Theory and mathematical Algebraic Geometry. The so-called 'mirror symmetry' produces a natural duality between certain geometric objects; on one side of this duality we have Calabi-Yau manifolds whose periods satisfy certain special Picard-Fuchs differential equations, and the arithmetic data encoded in these equations (as expected) gives one a way to reconstruct the dual side. The joint paper [6] of G. Almkvist and this author is one of the first attempts to put the theory of such Calabi-Yau differential equations on the market of number theory. Further development of this subject along with its linking to other problems in number theory [154], [181], algebraic geometry [4], mathematical physics [73], and other parts of mathematical science, is of great importance in contemporary mathematics.

The modest goal of this survey is to demonstrate how the arithmetic hypergeometric series link certain seemingly unrelated to each other research subjects as well as to explain the underlying arithmetic and analytical techniques. More specifically, we address the following directions:
(1) arithmetic properties of the values of Riemann's zeta function function $\zeta(s)$ at integers $s>1$ and their generalisations;
(2) arithmetic significance of Calabi-Yau differential equations and generalised Ramanujan-type series for $\pi$; and
(3) hypergeometric and special-function evaluations of Mahler measures.

Section 1 discusses the arithmetic properties of the values of Riemann's zeta function. The arithmetic nature of $\zeta(s)$ at integers $s=2,3,4, \ldots$ (zeta values) is well understood for even $s$, thanks to Euler's evaluation of $\zeta(2 k)$ yielding $\zeta(2 k) / \pi^{2 k} \in \mathbb{Q}$ and Lindemann's 1881 proof of the transcendence of $\pi$. For odd $s$, we have results only for irrationality (and not transcendence, even though the numbers are all conjecturally transcendental). After Apéry's unanticipated 1978 proof of the irrationality of $\zeta(3)$, quite recent results of K. Ball and T. Rivoal [15] and of the author [163], [173] show that there are infinitely many irrational numbers in the set $\zeta(3), \zeta(5), \zeta(7), \ldots$ and much more. For example, we now know that each set

$$
\zeta(s+2), \zeta(s+4), \ldots, \zeta(8 s-3), \zeta(8 s-1)
$$

with odd $s>1$ contains at least one irrational number, as well as at least one of the four numbers $\zeta(5), \zeta(7), \zeta(9), \zeta(11)$ is irrational. The hypergeometric techniques used in the proofs allows one to get similar results for the values of other Dirichlet's series [119], for $q$-analogues of zeta values [84], [172] and, more generally, for the values of many other classical $q$-series [37], [39], [97].

It is Section 2 where we give a formal definition of Calabi-Yau differential equations and overview their monodromy properties. The huge database of such equations is now tabulated in [3], and one of the problems in the subject is to understand the relations between different examples of such special equations and their solutions, which are manifestly arithmetic hypergeometric series, by means of algebraic transformations. An example of such transformations extracted from the recent
work [5] is as follows. If we define two double hypergeometric series,

$$
F(z)=\sum_{n=0}^{\infty} z^{n}\left(\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} \frac{\left(\frac{1}{2}\right)_{k}^{2}}{k!^{2}}\right)^{2}
$$

and

$$
\widehat{F}(z)=\sum_{n=0}^{\infty} z^{n} \frac{\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{n!^{2}} \sum_{k=0}^{n}(-1)^{k}\binom{n}{k} \frac{\left(\frac{1}{4}\right)_{k}\left(\frac{3}{4}\right)_{k}}{k!^{2}}
$$

then

$$
\begin{equation*}
F(z)=\frac{1}{\sqrt{1-6 z+z^{2}}} \widehat{F}\left(\frac{-16 z(1-z)^{2}}{\left(1-6 z+z^{2}\right)^{2}}\right) \tag{3}
\end{equation*}
$$

In Section 2 we also discuss generalised Ramanujan formulae for $\pi$. Proofs of the classical Ramanujan formulae for $1 / \pi$, such as [111]

$$
\begin{gather*}
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}^{3}}{n!^{3}}(6 n+1) \frac{1}{4^{n}}=\frac{4}{\pi}  \tag{4}\\
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{6}\right)_{n}\left(\frac{5}{6}\right)_{n}}{n!^{3}}(5418 n+263) \frac{(-1)^{n}}{80^{3 n}}=\frac{640 \sqrt{15}}{3 \pi} \tag{5}
\end{gather*}
$$

are now uniform thanks to the modular and hypergeometric machinery [30], [16], [181]. A similar formula, namely,

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{6}\right)_{n}\left(\frac{1}{2}\right)_{n}\left(\frac{5}{6}\right)_{n}}{n!^{3}}(545140134 n+13591409) \cdot \frac{(-1)^{n}}{53360^{3 n+2}}=\frac{3}{2 \pi \sqrt{10005}} \tag{6}
\end{equation*}
$$

due to the Chudnovskys [43], was used by Bellard in December 2009 to compute a record 2.7 trillion digits of $\pi$ - on a single workstation. Such series were discovered by Ramanujan in 1914 but the first complete proofs were obtained only in the 1980s [30]. However, extensions of these formulae (with five Pochhammer symbols in the numerator and $n!^{5}$ in the denominator) were only recently discovered by J. Guillera [65]-[68] and by G. Almkvist and J. Guillera [2]. There are eleven known formulae of this kind of which only four are proved rigorously (using hypergeometric algorithms) while seven, such as

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{3}\right)_{n}\left(\frac{2}{3}\right)_{n}\left(\frac{1}{6}\right)_{n}\left(\frac{5}{6}\right)_{n}}{n!^{5}}\left(5418 n^{2}+693 n+29\right) \frac{(-1)^{n}}{80^{3 n}} \stackrel{?}{=} \frac{128 \sqrt{5}}{\pi^{2}} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{(6 n)!}{n!^{6}}\left(532 n^{2}+126 n+9\right) \frac{1}{10^{6 n}} \stackrel{?}{=} \frac{375}{4 \pi^{2}} \tag{8}
\end{equation*}
$$

remain beyond reach of the current methods. It is important to understand the structure of such formulae and to develop techniques for proving them. The corresponding hypergeometric differential equations are special cases of the Calabi-Yau differential equations.

Section 3 deals with special Mahler measures. The (logarithmic) Mahler measure of a Laurent polynomial

$$
P\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{C}\left[x_{1}^{ \pm 1}, \ldots, x_{n}^{ \pm 1}\right]
$$

is defined by

$$
\begin{equation*}
\mathrm{m}(P):=\int \cdots \int_{[0,1]^{n}} \log \left|P\left(e^{2 \pi i \theta_{1}}, \ldots, e^{2 \pi i \theta_{n}}\right)\right| \mathrm{d} \theta_{1} \cdots \mathrm{~d} \theta_{n} \tag{9}
\end{equation*}
$$

The measure first introduced by Hermite 150 years ago and studied carefully by Mahler in the 1960s is crucial to understanding the fine structure of the zeros of integer polynomials and so of transcendence. In 1998 D. W. Boyd-with a very large amount of computation - conjectured [34] a number of striking and unexpected relations between the Dirichlet $L$-series (that is, generalised zeta values) of elliptic curves and the Mahler measures of polynomials with zero varieties that correspond to the same elliptic curves.

The first result in this direction was derived by C. Deninger [47] from the Beilinson conjectures; he showed that, up to a rational multiple $r$,

$$
\mathrm{m}\left(1+x+x^{-1}+y+y^{-1}\right)=r L^{\prime}(E, 0)=r \frac{15}{4 \pi^{2}} L(E, 2)
$$

where $E$ is an elliptic curve of conductor 15 . Numerically [34], the multiple seems to be equal to 1 , and by appealing to the modularity theorem for elliptic curves we can write the expected equality as

$$
\begin{align*}
& \mathrm{m}\left(1+x+x^{-1}+y+y^{-1}\right) \\
& \quad=\frac{540}{\pi^{2}} \sum_{\substack{n_{i}=-\infty \\
i=1,2,3,4}}^{\infty} \frac{(-1)^{n_{1}+n_{2}+n_{3}+n_{4}}}{\left(\left(6 n_{1}+1\right)^{2}+3\left(6 n_{2}+1\right)^{2}+5\left(6 n_{3}+1\right)^{2}+15\left(6 n_{4}+1\right)^{2}\right)^{2}} . \tag{10}
\end{align*}
$$

$K$-theory serves as a natural machinery for attacking Boyd's conjectures [120], [121], [36], [98], but major progress in this direction is due to combining the approach with modular-function techniques. This was developed by F. Rodríguez-Villegas and later by M. J. Bertin, D. W. Boyd and others [20], [35], [120]. The requirement of modularity is however very restrictive. It turns out that the majority of Boyd's conjectures can be rephrased as identities for hypergeometric series. This approach was used by M. Lalín and M. D. Rogers [87], [123] to derive several new identities for the Mahler measures. For example, the hypergeometric evaluation [123]

$$
\begin{equation*}
\mathrm{m}\left(1+x+x^{-1}+y+y^{-1}\right)=4 \sum_{n=0}^{\infty}\binom{2 n}{n}^{2} \frac{(1 / 16)^{2 n+1}}{2 n+1} \tag{11}
\end{equation*}
$$

reduces the evaluation (10) to verifying that the quadruple sum is the value of the hypergeometric series on the right-hand side of (11). Introducing hypergeometric techniques is a key to a rigorous proof of (10) in [125] and also to some other longstanding conjectures from Boyd's list [124].

The consequence of (10) and (11),

$$
\begin{align*}
& \frac{540}{\pi^{2}} \sum_{\substack{n_{i}=-\infty \\
i=1,2,3,4}}^{\infty} \frac{(-1)^{n_{1}+n_{2}+n_{3}+n_{4}}}{\left(\left(6 n_{1}+1\right)^{2}+3\left(6 n_{2}+1\right)^{2}+5\left(6 n_{3}+1\right)^{2}+15\left(6 n_{4}+1\right)^{2}\right)^{2}} \\
& \quad=4 \sum_{n=0}^{\infty}\binom{2 n}{n}^{2} \frac{(1 / 16)^{2 n+1}}{2 n+1} \tag{12}
\end{align*}
$$

is a deep analytic result, because it relates a complicated lattice sum to a simple ${ }_{3} F_{2}$ hypergeometric function. Lattice sums have been extensively studied in physics, where they often arise when calculating electrostatic potentials of crystal lattices (for instance, see [30], [59], [63] and [159]). It cannot be coincidental that the evaluation (12) bears a striking resemblance to a famous formula for Catalan's constant discovered by Ramanujan [55]:

$$
\begin{equation*}
\frac{1}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)^{2}}=\sum_{n=0}^{\infty}\binom{2 n}{n}^{2} \frac{(1 / 4)^{2 n+1}}{2 n+1} \tag{13}
\end{equation*}
$$

Catalan's constant is one of the simplest arithmetic quantities whose irrationality is still unproven. This fact that the right-hand sides of (12) and (13) are arithmetic values of the same hypergeometric function makes us confident in claiming that many Mahler measure identities can be proved by the arithmetic hypergeometric techniques. It serves perfectly to illustrate the need for a better understanding of such sometimes rigorous and sometimes experimental evaluations.

For many years, Anatolii Alekseevich Karatsuba was expressing his interest in my arithmetic-hypergeometric research. This was much more than a moral support, because in 2006-2008 I worked under his leadership in the Division of Number Theory at the Steklov Institute of Mathematics. His sudden death is a big loss for number theory and mathematics, but it is at the same time my personal loss of a teacher and friend. This survey is my tribute to Anatolii Alekseevich.

My personal enjoyment of arithmetic hypergeometric series and my knowledge on the subject would be not possible without my colleagues, collaborators and friends. I use this opportunity to express my gratitude to G. Almkvist, A. Aptekarev, D. Bertrand, J. Borwein, P. Bundschuh, H. H. Chan, V. Golyshev, S. Fischler, J. Guillera, M. Huttner, C. Krattenthaler, L. Long, T. Matalo-aho, A. Mellit, Yu. Nesterenko, Y. Ohno, G. Rhin, T. Rivoal, I. Rochev, M. Rogers, V. Sorokin, V. Spiridonov, A. Straub, K. Väänänen, W. Van Assche, D. van Straten, C. Viola, M. Waldschmidt, J. Wan, O. Warnaar, Y. Yang, D. Zagier, and D. Zeilberger.

## 1. Arithmetic of the values of Riemann's zeta function

1.1. Apéry's theorem. Investigation of sums of the form

$$
\begin{equation*}
\zeta(s)=\sum_{n=1}^{\infty} \frac{1}{n^{s}} \tag{14}
\end{equation*}
$$

for positive integers $s$ goes back to L. Euler [53], [54]. In particular, he proved the divergence of the series in (14) when $s=1$ and its convergence when $s>1$, as well
as his famous formulae

$$
\begin{equation*}
2 \sum_{n=1}^{\infty} \frac{1}{n^{2 k}}=-\frac{(2 \pi i)^{2 k} B_{2 k}}{(2 k)!} \quad \text { for } \quad k=1,2,3, \ldots \tag{15}
\end{equation*}
$$

The latter relate the values of the series at positive even $s$ to the Archimedean constant $\pi=3.14159265 \ldots$ (see [55; §1.4]) and the Bernoulli numbers $B_{s} \in \mathbb{Q}$, which can be defined by means of the generating function

$$
\frac{z}{e^{z}-1}=1-\frac{z}{2}+\sum_{s=2}^{\infty} B_{s} \frac{z^{s}}{s!}=1-\frac{z}{2}+\sum_{k=1}^{\infty} B_{2 k} \frac{z^{2 k}}{(2 k)!}
$$

In 1882 F. Lindemann [90] established the transcendence of $\pi$, thus, the transcendence of $\zeta(s)$ for $s$ even.

It was only one century after Euler, when B. Riemann [115] considered the series in (14) as a function of complex variable $s$. In the domain $\operatorname{Re} s>1$, the series represents an analytical function which can be continued to the whole complex plane to the meromorphic function $\zeta(s)$. It is this analytical continuation, as well as some other important properties of the function $\zeta(s)$, which were discovered by Riemann in his memoir on prime numbers. Riemann's zeta function and its generalisations play a fundamental role in analytic number theory [145]. In what follows we only discuss arithmetic and analytical properties of the Euler sums $\zeta(s)$ in (14) for positive integers $s>1$, and their generalisations. For brevity, we will call the quantities (14) zeta values, and also even and odd zeta values depending on the parity of positive integer $s$.

As noted above, the transcendence (hence the irrationality) of the even zeta values follow from the classical results of Euler and Lindemann. Similar to (15) formulae for odd zeta values are not known and, presumably, the number $\zeta(2 k+$ $1) / \pi^{2 k+1}$ is not rational for any integer $k \geqslant 1$. The arithmetic nature of odd zeta values seemed to be impregnable till 1978 when R. Apéry produced a sequence of rational approximations which showed the irrationality of $\zeta(3)$.

History of this discovery as well as a rigorous mathematical justification of Apéry's claims are exposed in [106]. Number $\zeta(3)$ is known nowadays as the Apéry constant (see, for example, [55; §1.6]). The rational approximations to $\zeta(3)$ given by Apéry have the form $v_{n} / u_{n} \in \mathbb{Q}$ for $n=0,1,2, \ldots$, where the denominators $\left\{u_{n}\right\}=\left\{u_{n}\right\}_{n=0,1, \ldots}$ as well as the numerators $\left\{v_{n}\right\}=\left\{v_{n}\right\}_{n=0,1, \ldots}$. satisfy the same polynomial recursion

$$
\begin{equation*}
(n+1)^{3} u_{n+1}-(2 n+1)\left(17 n^{2}+17 n+5\right) u_{n}+n^{3} u_{n-1}=0 \tag{16}
\end{equation*}
$$

with the initial data

$$
\begin{equation*}
u_{0}=1, \quad u_{1}=5, \quad \text { and } \quad v_{0}=0, \quad v_{1}=6 . \tag{17}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{v_{n}}{u_{n}}=\zeta(3) \tag{18}
\end{equation*}
$$

nonetheless an important but unexpected (from the recursion (16) point of view) circumstance is the inclusions

$$
\begin{equation*}
u_{n}=\sum_{k=0}^{n}\binom{n}{k}^{2}\binom{n+k}{k}^{2} \in \mathbb{Z}, \quad D_{n}^{3} v_{n} \in \mathbb{Z}, \quad n=0,1,2, \ldots, \tag{19}
\end{equation*}
$$

where $D_{n}$ denotes the least common multiple of $1,2, \ldots, n$ (and $D_{0}=1$ for completeness). Application of Poincaré's theorem (see, for example, [62]) to the difference equation (16) leads one to the limiting relations

$$
\begin{gather*}
\lim _{n \rightarrow \infty}\left|u_{n} \zeta(3)-v_{n}\right|^{1 / n}=(\sqrt{2}-1)^{4}  \tag{20}\\
\lim _{n \rightarrow \infty}\left|u_{n}\right|^{1 / n}=\lim _{n \rightarrow \infty}\left|v_{n}\right|^{1 / n}=(\sqrt{2}+1)^{4} \tag{21}
\end{gather*}
$$

in accordance with (18); here numbers $(\sqrt{2}-1)^{4}$ and $(\sqrt{2}+1)^{4}$ are roots of the characteristic polynomial $\lambda^{2}-34 \lambda+1$ of the recursion (16). The information gathered about the properties of the sequences $\left\{u_{n}\right\}$ and $\left\{v_{n}\right\}$ demonstrates that number $\zeta(3)$ cannot be rational. Indeed, under assumption that $\zeta(3)=a / b$ for some $a, b \in \mathbb{Z}$, the linear forms $r_{n}=b D_{n}^{3}\left(u_{n} \zeta(3)-v_{n}\right)$ are integers which are nonzero by (20). On the other hand, $D_{n}^{1 / n} \rightarrow e$ as $n \rightarrow \infty$ in accordance with the prime number theorem (see, for example, [145; Chap. II, §3]); therefore,

$$
\lim _{n \rightarrow \infty}\left|r_{n}\right|^{1 / n}=e^{3}(\sqrt{2}-1)^{4}=0.59126300 \ldots<1
$$

and for all $n$ sufficiently large this estimate contradicts the bound $\left|r_{n}\right| \geqslant 1$ valid for nonzero integers $r_{n}$. Furthermore, the additional limiting relations (21) and a standard argument (see, for example, [75; Lemma 3.1]) allow one to measure the irrationality of the Apéry constant quantitatively:

$$
\mu(\zeta(3)) \leqslant 1+\frac{4 \log (\sqrt{2}+1)+3}{4 \log (\sqrt{2}+1)-3}=13.41782023 \ldots
$$

Here and below, the irrationality exponent $\mu(\alpha)$ of a real irrational number $\alpha$ is the quantity

$$
\begin{gathered}
\mu=\mu(\alpha)=\inf \left\{c \in \mathbb{R}: \text { the inequality }|\alpha-a / b| \leqslant|b|^{-c}\right. \text { has } \\
\text { finitely many solutions in } a, b \in \mathbb{Z}\} ;
\end{gathered}
$$

when $\mu(\alpha)<+\infty$, we say that $\alpha$ is a non-Liouvillian number.
Apéry original derivation (namely, relations (16)-(21)) were so mysterious that the interest to Apéry's theorem remains strong till present time. The phenomenon of the sequence of Apéry's rational approximations was reconsidered time and again from points of view of different methods (see [21], [24], [57], [72], [75], [101], [108], [113], [132], [134], [135], [144], [154], [155], [160], and [182]). The new approaches led to strengthening Apéry's result quantitatively, new estimates for the irrationality exponent of $\zeta(3)$ were deduced (the last stages of a competition in this direction are the works [76] and [113]). We now indicate explicit formulae for the sequence
$u_{n} \zeta(3)-v_{n}$ that play an important role in our further discussion: Beukers' representation [21]

$$
\begin{equation*}
u_{n} \zeta(3)-v_{n}=\iiint_{[0,1]^{3}} \frac{x^{n}(1-x)^{n} y^{n}(1-y)^{n} z^{n}(1-z)^{n}}{(1-(1-x y) z)^{n+1}} \mathrm{~d} x \mathrm{~d} y \mathrm{~d} z \tag{22}
\end{equation*}
$$

in the form of multiple real integral, as well as the Gutnik-Nesterenko series [72], [101]

$$
\begin{equation*}
u_{n} \zeta(3)-v_{n}=-\left.\frac{1}{2} \sum_{\nu=1}^{\infty} \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{(t-1)(t-2) \cdots(t-n)}{t(t+1)(t+2) \cdots(t+n)}\right)^{2}\right|_{t=\nu} \tag{23}
\end{equation*}
$$

and the Ball series [15]

$$
\begin{equation*}
u_{n} \zeta(3)-v_{n}=\left.n!^{2} \sum_{\nu=1}^{\infty}\left(t+\frac{n}{2}\right) \frac{(t-1) \cdots(t-n) \cdot(t+n+1) \cdots(t+2 n)}{t^{4}(t+1)^{4} \cdots(t+n)^{4}}\right|_{t=\nu} \tag{24}
\end{equation*}
$$

We remark that on invoking his 'acceleration convergence' method, Apéry [12], [106] also established the irrationality of $\zeta(2)$ without use of the formula $\zeta(2)=$ $\pi^{2} / 6$. This time the denominators $\left\{u_{n}^{\prime}\right\}$ and numerators $\left\{v_{n}^{\prime}\right\}$ of his linear approximation forms $u_{n}^{\prime} \zeta(2)-v_{n}^{\prime}, n=0,1,2, \ldots$, satisfy the recursion

$$
\begin{equation*}
(n+1)^{2} u_{n+1}-\left(11 n^{2}+11 n+3\right) u_{n}-n^{2} u_{n-1}=0 \tag{25}
\end{equation*}
$$

with the initial data

$$
\begin{equation*}
u_{0}^{\prime}=1, \quad u_{1}^{\prime}=3, \quad v_{0}^{\prime}=0, \quad v_{1}^{\prime}=5 \tag{26}
\end{equation*}
$$

Then

$$
\begin{equation*}
u_{n}^{\prime}=\sum_{k=0}^{n}\binom{n}{k}^{2}\binom{n+k}{k} \in \mathbb{Z}, \quad D_{n}^{2} v_{n}^{\prime} \in \mathbb{Z}, \quad n=0,1,2, \ldots, \tag{27}
\end{equation*}
$$

and

$$
\begin{align*}
& \lim _{n \rightarrow \infty}\left|u_{n}^{\prime} \zeta(2)-v_{n}^{\prime}\right|^{1 / n}=\left(\frac{\sqrt{5}-1}{2}\right)^{5}<e^{-2}  \tag{28}\\
& \lim _{n \rightarrow \infty}\left|u_{n}\right|^{1 / n}=\lim _{n \rightarrow \infty}\left|v_{n}\right|^{1 / n}=\left(\frac{\sqrt{5}+1}{2}\right)^{5} \tag{29}
\end{align*}
$$

This sequence of approximations results in the estimate

$$
\mu(\zeta(2))=\mu\left(\pi^{2}\right) \leqslant 1+\frac{5 \log ((\sqrt{5}+1) / 2)+2}{5 \log ((\sqrt{5}+1) / 2)-2}=11.85078219 \ldots
$$

for the irrationality exponent of $\pi^{2}$. Apéry's approximations to $\zeta(2)$ can be given by the double real integral [21]

$$
\begin{equation*}
u_{n}^{\prime} \zeta(2)-v_{n}^{\prime}=(-1)^{n} \iint_{[0,1]^{2}} \frac{x^{n}(1-x)^{n} y^{n}(1-y)^{n}}{(1-x y)^{n+1}} \mathrm{~d} x \mathrm{~d} y \tag{30}
\end{equation*}
$$

as well as by the hypergeometric series

$$
\begin{equation*}
u_{n}^{\prime} \zeta(2)-v_{n}^{\prime}=\left.(-1)^{n} \sum_{\nu=1}^{\infty} \frac{n!\cdot(t-1)(t-2) \cdots(t-n)}{t^{2}(t+1)^{2}(t+2)^{2} \cdots(t+n)^{2}}\right|_{t=\nu} \tag{31}
\end{equation*}
$$

Apéry theorem is in essence the very first step in approaching the following problem (which can be undoubtedly called folklore; see, for example, [129; Concluding remarks] for a record): prove that numbers $\zeta(2 k+1)$ are irrational for $k=1,2,3, \ldots$.

Unfortunately, natural generalisations of Apéry's construction lead one to linear forms involving values of the zeta function at both odd and even points. The latter circumstance prevented to obtain results about the irrationality of $\zeta(s)$ for odd $s \geqslant 5$. It was only in 2000, when T. Rivoal [116] used a general Ball's representation (24) to construct linear forms involving only the odd zeta values; the construction allowed him to prove the following result.

Theorem 1. Of the numbers

$$
\zeta(3), \zeta(5), \zeta(7), \zeta(9), \zeta(11), \ldots
$$

infinitely many are irrational. More precisely, the dimension $\delta(s)$ of the spaces which are generated by $1, \zeta(3), \zeta(5), \ldots, \zeta(s-2), \zeta(s)$ over $\mathbb{Q}$, for $s$ odd, satisfies the estimate

$$
\delta(s) \geqslant \frac{\log s}{1+\log 2}(1+o(1)) \quad \text { as } s \rightarrow \infty
$$

Rivoal's linear approximation forms in [116] are given by

$$
\begin{gather*}
F_{n}=F_{s, r, n}=\left.n!^{s+1-2 r} \sum_{\nu=1}^{\infty}\left(t+\frac{n}{2}\right) \frac{\prod_{j=1}^{r n}(t-j) \cdot \prod_{j=1}^{r n}(t+n+j)}{\prod_{j=0}^{n}(t+j)^{s+1}}\right|_{t=\nu},  \tag{32}\\
s \text { is odd, }
\end{gather*}
$$

where the auxiliary parameter $r<s / 2$ is of order $r \sim s / \log ^{2} s$; in particular, the series $F_{3,1, n}$ coincides with representation (24) of Apéry's sequence. Decomposing the summand, which is a rational function of parameter $t$, into the sum of partial fractions and using the ideas from [101] and [103] one can show the arithmetic inclusions

$$
2 D_{n}^{s+1} F_{n} \in \mathbb{Z} \zeta(s)+\mathbb{Z} \zeta(s-2)+\cdots+\mathbb{Z} \zeta(5)+\mathbb{Z} \zeta(3)+\mathbb{Z}
$$

Furthermore, the explicit formulae (32) for the linear forms in odd zeta values allow one to compute the asymptotic behaviour of the forms and their coefficients as $n \rightarrow \infty$. The final step in Rivoal's proof is application of Nesterenko's linear independence criterion [100].

The fact that the quantities in (32) are $\mathbb{Q}$-linear forms in 1 and zeta values of the same parity, is related to a special symmetry of the rational summand in (32). Possible applications of less exotic rational functions are discussed in the works
[72], [77], and [117]: the results there are about dimensions of the spaces generated over $\mathbb{Q}$ by the polylogarithmic values

$$
\operatorname{Li}_{s}(z)=\sum_{n=1}^{\infty} \frac{z^{n}}{n^{s}}
$$

at a rational point $z, 0<|z| \leqslant 1$.
In spite of the fact that the proof of Rivoal's theorem is indeed a certain generalization of the construction from the proofs of Apéry's theorem, Rivoal's result provides only a partial solution to the problem of the irrationality of odd zeta values. For the zeta value $\zeta(s)$ which is next irrational after $\zeta(3)$, Rivoal's theorem [15] only produces the range $5 \leqslant s \leqslant 169$. Differentiation of rational summand (like in representation (23)) allows one to construct $\mathbb{Q}$-linear forms in odd zeta values which do not involve $\zeta(3)$. This leads one [163], [118] to the result that at least one of the nine odd zeta values $\zeta(5), \zeta(7), \ldots, \zeta(21)$ is irrational. Finally, on invoking the most general form of the construction proposed in Rivoal's works as well as the arithmetic method (discussed, for example, in [42], [126], and [75]), which is traditionally used for sharpening bounds of irrationality measures, we prove in [162], [173] the following result.
Theorem 2. One of the numbers

$$
\zeta(5), \zeta(7), \zeta(9), \text { and } \zeta(11)
$$

is irrational.
We notice that the techniques used in the proof is also successfull in other arithmetic problems: the paper [119] establishes analogues of Theorems 1 and 2 for the values of Dirichlet's beta function

$$
\beta(s)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)^{s}}
$$

at even $s \geqslant 2$. In the joint paper [58], we give a certain strengthening (and a new proof) of Nesterenko's linear independence criterion from [100]; applying the result we sharpen the ranges of the argument of the zeta function from [15] and [163].
1.2. Hypergeometric series and multiple integrals. Beukers' proof [21] of the irrationality of both $\zeta(2)$ and $\zeta(3)$, which makes use of the integral representations (30) and (22), is simple and short. This served as main grounds for further applications of multiple integrals in the quantitative improvements and generalisations of Apéry's results (see [50], [75], [76], [112], [113], [140], [141], [142], and [144]). O. Vasilenko in [140] proposed to consider the following family of $s$-fold multiple integrals which generalise the Beukers integrals:

$$
\begin{equation*}
J_{s, n}=\int_{[0,1]^{s}} \cdots \int \frac{\prod_{j=1}^{s} x_{j}^{n}\left(1-x_{j}\right)^{n}}{Q_{s}\left(x_{1}, \ldots, x_{s}\right)^{n+1}} \mathrm{~d} x_{1} \cdots \mathrm{~d} x_{s} \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{s}\left(x_{1}, \ldots, x_{s}\right)=1-x_{1}\left(1-x_{2}\left(1-\cdots\left(1-x_{s-1}\left(1-x_{s}\right)\right) \cdots\right)\right) \tag{34}
\end{equation*}
$$

The first progress in this direction was the paper [142] of D. Vasil'ev who studied the integrals $J_{4, n}, J_{5, n}$ and proved that

$$
\begin{equation*}
4 D_{n}^{4} J_{4, n} \in \mathbb{Z} \zeta(4)+\mathbb{Z} \zeta(2)+\mathbb{Z}, \quad D_{n}^{5} J_{5, n} \in \mathbb{Z} \zeta(5)+\mathbb{Z} \zeta(3)+\mathbb{Z} \tag{35}
\end{equation*}
$$

as well as that the linear forms in (33) tend (reasonably fast) to zero as $n \rightarrow \infty$ (unfortunately, not sufficiently fast to conclude on the new irrationality of zeta values). The inclusions $D_{n}^{2} J_{2, n} \in \mathbb{Z} \zeta(2)+\mathbb{Z}$ and $D_{n}^{3} J_{3, n} \in \mathbb{Z} \zeta(3)+\mathbb{Z}$ established by Beukers in [21], and (35) gave Vasil'ev grounds to conjecture that

$$
\begin{gather*}
2^{s-2} D_{n}^{s} J_{s, n} \tag{36}
\end{gather*} \in \mathbb{Z} \zeta(s)+\mathbb{Z} \zeta(s-2)+\cdots+\mathbb{Z} \zeta(4)+\mathbb{Z} \zeta(2)+\mathbb{Z} \text { for } s \text { even, }, ~=D_{n}^{s} J_{s, n} \in \mathbb{Z} \zeta(s)+\mathbb{Z} \zeta(s-2)+\cdots+\mathbb{Z} \zeta(5)+\mathbb{Z} \zeta(3)+\mathbb{Z} \text { for } s \text { odd. }
$$

In spite of validity of this expectation for $s=2,3,4,5$, the confidence of the author of [142] in the truth of (36) for all $s$ was not shared by everybody. The reason for that was another wrong conjecture, namely, $2^{s-2} D_{n}^{s} J_{s, n} \in \mathbb{Z} \zeta(s)+\mathbb{Z}$ for $s$ even and $D_{n}^{s} J_{s, n} \in \mathbb{Z} \zeta(s)+\mathbb{Z}$ for $s$ odd, proposed by Vasil'ev in his previous work [141]. One of the first steps in answering Vasil'ev's question in the affirmative was the following partial (up to an extra multiple $2 D_{n}$ ) result [166], [171], [173].
Theorem 3. For every integer $s \geqslant 2$ and $n=0,1,2, \ldots$, the identity

$$
\begin{equation*}
J_{s, n}=F_{s, n} \tag{37}
\end{equation*}
$$

is true, where

$$
\begin{equation*}
F_{s, n}=\left.n!^{!-1} \sum_{\nu=1}^{\infty}(-1)^{(s+1)(t+n+1)}\left(t+\frac{n}{2}\right) \frac{\prod_{j=1}^{n}(t-j) \cdot \prod_{j=1}^{n}(t+n+j)}{\prod_{j=0}^{n}(t+j)^{s+1}}\right|_{t=\nu} \tag{38}
\end{equation*}
$$

In particular, the following inclusions take place:

$$
\begin{gather*}
2^{s-1} D_{n}^{s+1} J_{s, n} \in \mathbb{Z} \zeta(s)+\mathbb{Z} \zeta(s-2)+\cdots+\mathbb{Z} \zeta(4)+\mathbb{Z} \zeta(2)+\mathbb{Z} \quad \text { for s even },  \tag{39}\\
2 D_{n}^{s+1} J_{s, n} \in \mathbb{Z} \zeta(s)+\mathbb{Z} \zeta(s-2)+\cdots+\mathbb{Z} \zeta(5)+\mathbb{Z} \zeta(3)+\mathbb{Z} \quad \text { for } s \text { odd. }
\end{gather*}
$$

Note that the series (38) is exactly the same as the series (32) for $s$ odd and $r=1$; therefore, identity (37) means the coincidence of the integral construction of $\mathbb{Q}$-linear forms in zeta values with the construction from [116].

Ball's (24) and Rivoal's (32) series are well known in the theory of hypergeometric functions [10], [13], [130]. Formally, a hypergeometric function is defined by the series (1); the condition

$$
\begin{equation*}
\operatorname{Re}\left(a_{1}+a_{2}+\cdots+a_{m}\right)<\operatorname{Re}\left(b_{2}+\cdots+b_{m}\right) \tag{40}
\end{equation*}
$$

ensures convergence of (1) in the domain $|z| \leqslant 1$ (see, for example, $[13 ; \S 2.1]$ ). An important role in analysis of hypergeometric series is played by summation and transformation formulae. We give as examples the Pfaff-Saalschütz summation theorem

$$
{ }_{3} F_{2}\left(\begin{array}{c|c}
-n, a, b  \tag{41}\\
c, 1+a+b-c-n & 1
\end{array}\right)=\frac{(c-a)_{n}(c-b)_{n}}{(c)_{n}(c-a-b)_{n}}
$$

(here $n$ is a non-negative integer; see, for example, [130; p. 49, equation (2.3.1.3)]), the limiting case of Dougall's theorem

$$
\begin{align*}
& =\frac{\Gamma(1+a-b) \Gamma(1+a-c) \Gamma(1+a-d) \Gamma(1+a-b-c-d)}{\Gamma(1+a) \Gamma(1+a-b-c) \Gamma(1+a-b-d) \Gamma(1+a-c-d)} \tag{42}
\end{align*}
$$

(see [13; §4.4]), and Whipple's transformation

$$
\begin{align*}
& { }_{6} F_{5}\left(\begin{array}{ccccc|c}
a, & 1+\frac{1}{2} a, & b, & c, & d, & e \\
\frac{1}{2} a, & 1+a-b, & 1+a-c, & 1+a-d, & 1+a-e & -1
\end{array}\right) \\
& =\frac{\Gamma(1+a-d) \Gamma(1+a-e)}{\Gamma(1+a) \Gamma(1+a-d-e)} \cdot{ }_{3} F_{2}\left(\left.\begin{array}{c}
1+a-b-c, d, e \\
1+a-b, 1+a-c
\end{array} \right\rvert\, 1\right) \tag{43}
\end{align*}
$$

(see [147] and [13; §4.4]). Furthermore, the hypergeometric functions possess many integral representations [13], [130]; we mention here the classical Euler-Pochhammer integral for the Gaussian function $(m=1)$

$$
{ }_{2} F_{1}\left(\begin{array}{c|c}
a, b & z  \tag{44}\\
c & z
\end{array}\right)=\frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} t^{b-1}(1-t)^{c-b-1}(1-z t)^{-a} \mathrm{~d} t
$$

when $\operatorname{Re} c>\operatorname{Re} b>0$ (see, for example, [130; p. 20, equation (1.6.6)]). Formula (44) is valid for $|z|<1$ and also for any $z \in \mathbb{C}$ whenever $a$ is a positive integer.

In his work [148], F. Whipple called hypergeometric series well-poised if their parameters satisfy the condition

$$
a_{1}+1=a_{2}+b_{2}=\cdots=a_{m}+b_{m}
$$

known transformations (like (42) and (43)) usually refer to such series. A special subclass of well-poised hypergeometric series is very-well-poised series, which are subject to the additional condition

$$
a_{2}=\frac{1}{2} a_{1}+1, \quad b_{2}=\frac{1}{2} a_{1} .
$$

A survey on history and applications of (very-) well-poised hypergeometric series is given in [9]. The series (38) (as well as (32)) are very-well-poised:
$F_{s, n}=\frac{n!^{2 s+1}(3 n+2)!}{(2 n+1)!^{s+2}}{ }_{s+4} F_{s+3}\left(\left.\begin{array}{rccc}3 n+2, & \frac{3}{2} n+2, & n+1, & \ldots, \\ & \frac{3}{2} n+1, & 2 n+2, & \ldots, \\ & 2 n+2\end{array} \right\rvert\,(-1)^{s+1}\right)$.
Theorem 3 is a consequence of a more general result [166], [171] about representation of a very-well-poised series as a multiple integral.

Vasil'ev's conjecture (36) was fully solved in the work [79] with the help of Theorem 3. The methods of [79] are based on representation of the sums (45) in the form of multiple hypergeometric series and heavily exploit ideas of the works [142] and [171]; however the technical realisation of the ideas required the authors of [79] large computational work. The series (45) possess different multiple-integral
representations as well, in particular of Sorokin type (the works [133] and [134] contain number-theoretical applications of such integrals); respective translation theorems for multiple integrals are established by S. Zlobin [156], [157]. At present, there are several works where decomposition of special multiple integrals into linear forms of zeta values and polylogarithms is addressed. This subject already deserves a separate review; we restrict ourselves here by the references [158] and [174], which deal with new generalisations of Beukers' integrals (22) and (30).

It is worth mentioning here that the hypergeometric techniques of the work [79], namely, Andrews' general transformation [8] for terminating very-well-poised series, allowed K. Krattenthaler and T. Rivoal [80] to give a new proof of the theorem from [166], [171] (in particular, of Theorem 3). It is surprising that the transformation, initially designed for $q$-basic hypergeometric series in connection with applications to the theory of partitions - generalisations of the famous Rogers-Ramanujan identities, has found its second birth in arithmetic problems of zeta values. Besides [79], [80], we should mention the works [81] and [175], as well as solution to a problem of A. Schmidt discussed in more details below.

Schmidt observed in [127] that there is a remarkable property of the sequence of Apéry's numbers $\left\{u_{n}\right\}_{n=0,1, \ldots}$ from (19). Namely, if one defines the numbers $\left\{c_{k}\right\}_{k=0,1, \ldots}$ successively from the equalities

$$
u_{n}=\sum_{k=0}^{n}\binom{n}{k}\binom{n+k}{k} c_{k}, \quad n=0,1,2, \ldots,
$$

then these numbers are integral. (The explicit formulae

$$
c_{n}=\binom{2 n}{n}^{-1} \sum_{k=0}^{n}(-1)^{n-k} \frac{2 k+1}{n+k+1}\binom{2 n}{n-k} u_{k}, \quad n=0,1,2, \ldots
$$

show that expected inclusions are $D_{n} c_{n} \in \mathbb{Z}$.) Later Schmidt himself [128] and, independently, V. Strehl [136] derived the following explicit relation:

$$
\begin{equation*}
c_{n}=\sum_{j=0}^{n}\binom{n}{j}^{3}=\sum_{j}\binom{n}{j}^{2}\binom{2 j}{n}, \quad n=0,1,2, \ldots, \tag{46}
\end{equation*}
$$

experimentally predicted by W. Deuber, W. Thumser, and B. Voigt. In fact, Strehl used in [136] the corresponding identity

$$
\sum_{k=0}^{n}\binom{n}{k}^{2}\binom{n+k}{k}^{2}=\sum_{k=0}^{n}\binom{n}{k}\binom{n+k}{k} \sum_{j=0}^{k}\binom{k}{j}^{3}
$$

as a model for demonstrating various proof techniques for binomial identities. A surprising fact about the sequence (46) is that it was studied already at the end of the 19th century by J. Franel [60], who showed that it satisfies the polynomial recursion

$$
(n+1)^{2} c_{n+1}-\left(7 n^{2}+7 n+2\right) c_{n}-8 n^{2} c_{n-1}=0
$$

Schmidt has noticed in [127] that it is likely that the integrality phenomenon related to Apéry's and Franel's numbers take place in a more general situation. This expectation was proven in full generality in [176], [177].

Theorem 4. For each integer $r \geqslant 2$, the numerical sequence $\left\{c_{k}^{(r)}\right\}_{k=0,1, \ldots}$ independent of parameter $n$ is defined by the equality

$$
\begin{equation*}
\sum_{k=0}^{n}\binom{n}{k}^{r}\binom{n+k}{k}^{r}=\sum_{k=0}^{n}\binom{n}{k}\binom{n+k}{k} c_{k}^{(r)}, \quad n=0,1,2, \ldots . \tag{47}
\end{equation*}
$$

Then all numbers $c_{k}^{(r)}$ are integral.
But for this case Strehl had only one proof based Using Zeilberger's algorithm of creative telescoping, Strehl proved in [136] the integrality of $c_{k}^{(r)}$ when $r=3$. Schmidt's problem was later stated in the book [64] (Exercise 114 on p. 256) with an indication that H . Wilf had shown the desired integrality of $c_{n}^{(r)}$ for any $r$ but only for any $n \leqslant 9$. The complete proof of Theorem 4 uses a hypergeometric reformulation from [136] of the problem, as well as Andrews' transformation of terminating very-well-poised series [8] mentioned above.
1.3. Simultaneous approximations to $\boldsymbol{\zeta}(2)$ and $\boldsymbol{\zeta}(3)$. In this section we present three hypergeometric constructions of simultaneous rational approximations to $\zeta(2)$ and $\zeta(3)$. This is to not only demonstrate the hypergeometric series in action, but also to show how so seemingly unrelated series give rise to the same numerical approximations. A similar phenomenon, the coincidence of the Gutnik-Nesterenko series (23) and Ball's series (24), was already mentioned in § 1.1. The constructions below depend on an increasing integer parameter $n$.

First [167] we take the rational functions

$$
R_{n}(t)=-\frac{n!^{2} \prod_{j=1}^{n}(t-j)}{\prod_{j=0}^{n}(t+j)^{3}}, \quad R_{n}^{\prime}(t)=\frac{n!^{2} \prod_{j=0}^{n}(t-j)}{\prod_{j=0}^{n}(t+j)^{3}}
$$

and consider the corresponding hypergeometric series

$$
\begin{aligned}
& r_{n}=\left.\sum_{k=1}^{\infty} R_{n}(t)\right|_{t=\nu}=q_{n} \zeta(3)+p_{n} \zeta(2)-s_{n}, \\
& r_{n}^{\prime}=\left.\sum_{k=1}^{\infty} R_{n}^{\prime}(t)\right|_{t=\nu}=q_{n}^{\prime} \zeta(3)+p_{n}^{\prime} \zeta(2)-s_{n}^{\prime},
\end{aligned}
$$

where

$$
\begin{equation*}
q_{n}, q_{n}^{\prime} \in \mathbb{Z}, \quad D_{n} p_{n}, D_{n} p_{n}^{\prime} \in \mathbb{Z}, \quad D_{n}^{3} s_{n}, D_{n}^{3} s_{n}^{\prime} \in \mathbb{Z} \tag{48}
\end{equation*}
$$

The standard eliminating argument leads us to the linear forms

$$
\begin{aligned}
q_{n} r_{n}^{\prime}-q_{n}^{\prime} r_{n} & =\left(q_{n} p_{n}^{\prime}-q_{n}^{\prime} p_{n}\right) \zeta(2)-\left(q_{n} s_{n}^{\prime}-q_{n}^{\prime} s_{n}\right)=u_{n} \zeta(2)-v_{n} \\
p_{n}^{\prime} r_{n}-p_{n} r_{n}^{\prime} & =\left(q_{n} p_{n}^{\prime}-q_{n}^{\prime} p_{n}\right) \zeta(3)-\left(p_{n}^{\prime} s_{n}-p_{n} s_{n}^{\prime}\right)=u_{n} \zeta(3)-w_{n}
\end{aligned}
$$

where, by (48),

$$
\begin{equation*}
D_{n} u_{n} \in \mathbb{Z}, \quad D_{n}^{3} v_{n} \in \mathbb{Z}, \quad D_{n}^{4} w_{n} \in \mathbb{Z} \tag{49}
\end{equation*}
$$

The second construction [180] is based on the rational function

$$
\widetilde{R}_{n}(t)=\frac{((t-1)(t-2) \cdots(t-n))^{3}}{n!^{2} \cdot t(t+1) \cdots(t+n)} .
$$

Then hypergeometric approximations to the first three polylogarithms are given by the series

$$
\begin{aligned}
& \widetilde{r}_{n}(z)=\left.\sum_{\nu=1}^{\infty} z^{\nu} \widetilde{R}_{n}(t)\right|_{t=\nu}=\widetilde{u}_{n}(z) \operatorname{Li}_{1}(z)-\widetilde{s}_{n}(z) \\
& \widetilde{r}_{n}^{\prime}(z)=-\left.\sum_{\nu=1}^{\infty} z^{\nu} \frac{\mathrm{d} \widetilde{R}_{n}(t)}{\mathrm{d} t}\right|_{t=\nu}=\widetilde{u}_{n}(z) \operatorname{Li}_{2}(z)-\widetilde{v}_{n}(z) \\
& \widetilde{r}_{n}^{\prime \prime}(z)=\left.\frac{1}{2} \sum_{\nu=1}^{\infty} z^{\nu} \frac{\mathrm{d}^{2} \widetilde{R}_{n}(t)}{\mathrm{d} t^{2}}\right|_{t=\nu}=\widetilde{u}_{n}(z) \operatorname{Li}_{3}(z)-\widetilde{w}_{n}(z),
\end{aligned}
$$

where

$$
\begin{equation*}
\widetilde{u}_{n}(z)=(-1)^{n} \sum_{k=0}^{n}\binom{n}{k}\binom{n+k}{k}^{3}\left(-\frac{1}{z}\right)^{k} \tag{50}
\end{equation*}
$$

and

$$
\begin{gather*}
z_{1}^{n} \widetilde{u}_{n}(z) \in \mathbb{Z}, \quad\left(z_{1} z_{2}\right)^{n} D_{n} \widetilde{s}_{n}(z) \in \mathbb{Z} \\
\left(z_{1} z_{2}\right)^{n} D_{n} D_{2 n} \widetilde{v}_{n}(z) \in \mathbb{Z}, \quad\left(z_{1} z_{2}\right)^{n} D_{n} D_{2 n}^{2} \widetilde{w}_{n}(z) \in \mathbb{Z}, \tag{51}
\end{gather*}
$$

$z_{1}$ and $z_{2}$ denote the denominators of the numbers $1 / z$ and $z /(1-z)$, respectively.
In the limiting case $z \rightarrow 1$ we obtain

$$
\widetilde{r}_{n}^{\prime}(1)=\widetilde{u}_{n} \zeta(2)-\widetilde{v}_{n}, \quad \widetilde{r}_{n}^{\prime \prime}(1)=\widetilde{u}_{n} \zeta(3)-\widetilde{w}_{n}, \quad n=0,1, \ldots,
$$

where for $\widetilde{u}_{n}=\widetilde{u}_{n}(1), \widetilde{v}_{n}=\widetilde{v}_{n}(1)$, and $\widetilde{w}_{n}=\widetilde{w}_{n}(1)$ from (50), (51) we can write

$$
\begin{equation*}
\widetilde{u}_{n} \in \mathbb{Z}, \quad D_{n} D_{2 n} \widetilde{v}_{n} \in \mathbb{Z}, \quad D_{n} D_{2 n}^{2} \widetilde{w}_{n} \in \mathbb{Z} . \tag{52}
\end{equation*}
$$

Finally, we take the rational function

$$
\widetilde{\widetilde{R}}_{n}(t)=\frac{(t-1)(t-2) \cdots(t-n) \cdot(2 t-1)(2 t-2) \cdots(2 t-n)}{(t(t+1)(t+2) \cdots(t+n))^{2}}
$$

and consider the following two series:

$$
\begin{aligned}
\left.\frac{1}{2} \sum_{\nu=1}^{\infty}(-1)^{\nu-1} R_{n}(t)\right|_{t=\nu / 2} & =\widetilde{\widetilde{u}}_{n} \zeta(2)-\widetilde{\widetilde{v}}_{n} \\
-\left.\frac{1}{2} \sum_{\nu=1}^{\infty} \frac{\mathrm{d} R_{n}(t)}{\mathrm{d} t}\right|_{t=\nu} & =\widetilde{\widetilde{u}}_{n} \zeta(3)-\widetilde{\widetilde{w}}_{n}
\end{aligned}
$$

The explicit formulae for the approximants allow us to show that

$$
\begin{align*}
\widetilde{\widetilde{u}}_{n}= & \sum_{k=0}^{n}\binom{n}{k}^{2}\binom{n+k}{n}\binom{n+2 k}{n} \in \mathbb{Z}, \quad \text { for } \quad n=0,1,2, \ldots  \tag{53}\\
& D_{2 n}^{2} \widetilde{\widetilde{v}}_{n} \in \mathbb{Z}, \quad D_{n}^{3} \widetilde{\widetilde{w}}_{n} \in \mathbb{Z}
\end{align*}
$$

Theorem 5. For $n=0,1,2, \ldots$, the following equalities are true:

$$
\begin{equation*}
\binom{2 n}{n}^{-1} u_{n}=\widetilde{u}_{n}=\widetilde{\widetilde{u}}_{n}, \quad\binom{2 n}{n}^{-1} v_{n}=\widetilde{v}_{n}=\widetilde{\widetilde{v}}_{n}, \quad\binom{2 n}{n}^{-1} w_{n}=\widetilde{w}_{n}=\widetilde{\widetilde{w}}_{n} \tag{54}
\end{equation*}
$$

that is, the three hypergeometric constructions give the same sequence of simultaneous rational approximations to $1, \zeta(2)$ and $\zeta(3)$.

From Theorem 5 and the inclusions (48), (52), (53) one may easily deduce that

$$
\begin{equation*}
\widetilde{u}_{n} \in \mathbb{Z}, \quad D_{n} D_{2 n} \widetilde{v}_{n} \in \mathbb{Z}, \quad D_{n}^{3} \widetilde{w}_{n} \in \mathbb{Z}, \quad \text { for } \quad n=0,1,2, \ldots \tag{55}
\end{equation*}
$$

Theorem 5 can be shown by means of certain hypergeometric identities. A simpler way (used in [167] and [180]) is based on the algorithm of creative telescoping. Indeed, the above sequences (54) satisfy the Apéry-type polynomial recurrence relation

$$
\begin{aligned}
& 2\left(946 n^{2}-731 n+153\right)(2 n+1)(n+1)^{3} u_{n+1} \\
& -2\left(104060 n^{6}+127710 n^{5}+12788 n^{4}-34525 n^{3}-8482 n^{2}+3298 n+1071\right) u_{n} \\
& +2\left(3784 n^{5}-1032 n^{4}-1925 n^{3}+853 n^{2}+328 n-184\right) n u_{n-1} \\
& -\left(946 n^{2}+1161 n+368\right) n(n-1)^{3} u_{n-2}=0, \quad n=2,3, \ldots
\end{aligned}
$$

of order 3 , and the necessary initial data is as follows:

$$
\begin{gathered}
\widetilde{u}_{0}=1, \quad \widetilde{u}_{1}=7, \quad \widetilde{u}_{2}=163 \\
\widetilde{v}_{0}=0, \quad \widetilde{v}_{1}=\frac{23}{2}, \quad \widetilde{v}_{2}=\frac{2145}{8}, \quad \widetilde{w}_{0}=0, \quad \widetilde{w}_{1}=\frac{17}{2}, \quad \widetilde{w}_{2}=\frac{3135}{16} .
\end{gathered}
$$

In addition,

$$
\begin{gathered}
\limsup \\
\left|\widetilde{r}_{n}^{\prime}\right|^{1 / n}=\limsup _{n \rightarrow \infty}\left|\widetilde{r}_{n}^{\prime \prime}\right|^{1 / n}=\left|\lambda_{1,2}\right|=0.067442248 \ldots, \\
\lim _{n \rightarrow \infty}\left|\widetilde{u}_{n}\right|^{1 / n}=\lim _{n \rightarrow \infty}\left|\widetilde{v}_{n}\right|^{1 / n}=\lim _{n \rightarrow \infty}\left|\widetilde{w}_{n}\right|^{1 / n}=\lambda_{3}=54.96369509 \ldots,
\end{gathered}
$$

where $\lambda_{1,2}=0.018152450 \ldots \pm i 0.064953409 \ldots$ and $\lambda_{3}$ are zeros of the characteristic polynomial $4 \lambda^{3}-220 \lambda^{2}+8 \lambda-1$.

Since $\log \left|\lambda_{1,2}\right|=-2.69648361 \ldots>-3$, from (55) and the above we cannot conclude about the irrationality of either $\zeta(2)$ or $\zeta(3)$. However, the use of an asymmetric rational function

$$
\begin{aligned}
R(t)= & R(\boldsymbol{a}, \boldsymbol{b} ; t) \\
= & \frac{\left(2 t+b_{0}\right)\left(2 t+b_{0}+1\right) \cdots\left(2 t+a_{0}-1\right)}{\left(a_{0}-b_{0}\right)!} \cdot \frac{\left(t+b_{1}\right) \cdots\left(t+a_{1}-1\right)}{\left(a_{1}-b_{1}\right)!} \\
& \times \frac{\left(b_{2}-a_{2}-1\right)!}{\left(t+a_{2}\right) \cdots\left(t+b_{2}-1\right)} \cdot \frac{\left(b_{3}-a_{3}-1\right)!}{\left(t+a_{3}\right) \cdots\left(t+b_{3}-1\right)} \\
= & \frac{\left(b_{2}-a_{2}-1\right)!\left(b_{3}-a_{3}-1\right)!}{\left(a_{0}-b_{0}\right)!\left(a_{1}-b_{1}\right)!} \cdot \frac{\Gamma\left(2 t+a_{0}\right) \Gamma\left(t+a_{1}\right) \Gamma\left(t+a_{2}\right) \Gamma\left(t+a_{3}\right)}{\Gamma\left(2 t+b_{0}\right) \Gamma\left(t+b_{1}\right) \Gamma\left(t+b_{2}\right) \Gamma\left(t+b_{3}\right)},
\end{aligned}
$$

where the integers $\boldsymbol{a}$ and $\boldsymbol{b}$ satisfy

$$
\begin{gathered}
b_{1}=1<a_{1}, a_{2}, a_{3}<b_{2}, b_{3}, \quad b_{0}<a_{0} \leqslant 2 \max \left\{a_{1}, a_{2}, a_{3}\right\}, \\
a_{0}+a_{1}+a_{2}+a_{3} \leqslant b_{0}+b_{1}+b_{2}+b_{3}+2
\end{gathered}
$$

lead to the following curious application.
Taking

$$
\begin{gathered}
a_{0}=10 n+\frac{1}{2}, \quad a_{1}=6 n+1, \quad a_{2}=7 n+1, \quad a_{3}=8 n+1, \\
b_{0}=6 n+1, \quad b_{1}=1, \quad b_{2}=13 n+2, \quad b_{3}=12 n+2
\end{gathered}
$$

for the coefficients of linear forms

$$
\begin{aligned}
& r_{n}=\left.\sum_{\nu=-10 n}^{\infty}(-1)^{\nu} R(t)\right|_{t=\nu / 2}=u_{n} \zeta(2)-v_{n} \\
& r_{n}^{\prime}=\left.\sum_{\nu=-5 n}^{\infty} \frac{\mathrm{d} R(t)}{\mathrm{d} t}\right|_{t=\nu}=u_{n} \zeta(3)-w_{n}
\end{aligned}
$$

we obtain the inclusions

$$
\Phi_{n}^{-1} u_{n} \in \mathbb{Z}, \quad D_{8 n} D_{16 n} \Phi_{n}^{-1} v_{n} \in \mathbb{Z}, \quad D_{8 n}^{3} \Phi_{n}^{-1} w_{n} \in \mathbb{Z}
$$

where $\Phi_{n}$ is a certain product over primes,

$$
\lim _{n \rightarrow \infty} \frac{\log \Phi_{n}}{n}=8.48973583 \ldots
$$

On the other hand,

$$
\limsup _{n \rightarrow \infty} \frac{\log \left|r_{n}\right|}{n}=\limsup _{n \rightarrow \infty} \frac{\log \left|r_{n}^{\prime}\right|}{n}=-17.610428885 \ldots
$$

Thus, the linear forms $r_{n}$ and $r_{n}^{\prime}$ allow one to deduce the irrationality of either $\zeta(2)$ or $\zeta(3)$, but not to obtain their simultaneous $\mathbb{Q}$-linear independence with 1 (the common denominator of the coefficients is $\left.D_{8 n}^{2} D_{16 n} \Phi_{n}^{-1}\right)$.
1.4. $\boldsymbol{q}$-Analogues of zeta values. It is customary to call $q$-dependent quantities, which become ordinary objects as $q \rightarrow 1$ (at least formally), $q$-analogues or $q$-etensions. A possible way to $q$-extend the values of Riemann's zeta function reads as follows (here $q \in \mathbb{C},|q|<1$ ):

$$
\begin{equation*}
\zeta_{q}(s)=\sum_{n=1}^{\infty} \sigma_{s-1}(n) q^{n}=\sum_{\nu=1}^{\infty} \frac{\nu^{s-1} q^{\nu}}{1-q^{\nu}}=\sum_{\nu=1}^{\infty} \frac{q^{\nu} \rho_{s}\left(q^{\nu}\right)}{\left(1-q^{\nu}\right)^{s}}, \quad s=1,2, \ldots \tag{56}
\end{equation*}
$$

where $\sigma_{s-1}(n)=\sum_{d \mid n} d^{s-1}$ denotes the sum of powers of the divisors, and the polynomials $\rho_{s}(x) \in \mathbb{Z}[x]$ can be defined recursively by means of the formulae

$$
\begin{equation*}
\rho_{1}=1 \quad \text { and } \quad \rho_{s+1}=(1+(s-1) x) \rho_{s}+x(1-x) \frac{\mathrm{d} \rho_{s}}{\mathrm{~d} x} \quad \text { for } s=1,2, \ldots \tag{57}
\end{equation*}
$$

Then we have the limiting relations

$$
\lim _{\substack{q \rightarrow 1 \\|q|<1}}(1-q)^{s} \zeta_{q}(s)=\rho_{s}(1) \cdot \zeta(s)=(s-1)!\cdot \zeta(s), \quad s=2,3, \ldots
$$

the equality $\rho_{s}(1)=(s-1)$ ! follows from (57). The $q$-zeta values (56) so defined lead one to a circle of new interesting problems in the theory of diophantine approximations and transcendental numbers [168], which are extensions of relative problems for usual zeta values. It is not hard to show $[170]$ that $\zeta_{q}(s)$ is transcendental as a function of variable $q$, and also [109] that the $q$-zeta values form a set of linearly independent over $\mathbb{C}(q)$ functions.

For even $s \geqslant 2$, the series $E_{s}(q)=1-2 s \zeta_{q}(s) / B_{s}$, where $B_{s} \in \mathbb{Q}$ are the Bernoulli numbers, are known as Eisenstein series. Therefore, the modular origin (with respect to $\tau=\frac{\log q}{2 \pi i}$; see also $\S 2.3$ below) of the functions $E_{4}, E_{6}, E_{8}, \ldots$ implies the algebraic independence of $\zeta_{q}(2), \zeta_{q}(4), \zeta_{q}(6)$ over $\mathbb{Q}[q]$, while all other even $q$-zeta values are polynomials in $\zeta_{q}(4)$ and $\zeta_{q}(6)$. In this interpretation, the consequence of Nesterenko's theorem [102], numbers $\zeta_{q}(2), \zeta_{q}(4), \zeta_{q}(6)$ are algebraically independent over $\mathbb{Q}$ for algebraic $q, 0<|q|<1$, is a complete $q$-extension of Lindemann's theorem [90], $\zeta(2)=\pi^{2} / 6$ is transcendental. Not much is known about the arithmetic nature of odd $q$-zeta values. P. Erdös [52] showed the irrationality of $\zeta_{q}(1)$ (the $q$-harmonic series) when $q=p^{-1}$ for $p \in \mathbb{Z} \backslash\{0, \pm 1\}$; other proofs of this fact are given in [27] and [32], while the works [37] and [139] contain the estimate

$$
\begin{equation*}
\mu\left(\zeta_{q}(1)\right) \leqslant \frac{2 \pi^{2}}{\pi^{2}-2}=2.50828476 \ldots \tag{58}
\end{equation*}
$$

for the irrationality exponent of $\zeta_{q}(1)$ under the same assumptions on $q$. The construction of linear approximation forms for $\zeta_{q}(1)$ in [37] and [139] has several common features with the construction of Apéry's approximations (23), (31). This motivated W. Van Assche to formulate in [139] the problem of constructing linear approximation forms for $\zeta_{q}(2)$ and $\zeta_{q}(3)$, which demonstrate the irrationality of the numbers when $q^{-1} \in \mathbb{Z} \backslash\{0, \pm 1\}$ and which become, as $q \rightarrow 1$, Apéry's sequences $u_{n}^{\prime} \zeta(2)-v_{n}^{\prime}$ and $u_{n} \zeta(3)-v_{n}$, respectively (from § 1.1).

The methods of investigating arithmetic properties of numbers $\zeta(s), s=2,3, \ldots$, successfully extends to $q$-zeta values. Namely, we mean the hypergeometric construction of linear forms as well as the arithmetic method accomplished by the group structure approach of G. Rhin and C. Viola [112], [113], [144]. For each of these constituents we can indicate the required $q$-extension: for example, the use of $q$-basic hypergeometric series, Heine's classical transformation [61] and the $q$-arithmetic method [164] (Table 1 contains corresponding parallels between ordinary and $q$-arithmetic) allows us in [172] to sharpen the estimate (58) for the irrationality exponent of the $q$-harmonic series: $\mu\left(\zeta_{q}(1)\right) \leqslant 2.46497868 \ldots$.

Using a $q$-analogue of the hypergeometric ${ }_{3} F_{2}(1)$-series and Hall's transformation [61], we not only solve in [165] the problem of Van Asshe for $\zeta_{q}(2)$ but also optimise the estimate for the irrationality exponent of the number.
Theorem 6. For each $q=1 / p, p \in \mathbb{Z} \backslash\{0, \pm 1\}$, number $\zeta_{q}(2)$ is irrational whose irrationality exponent satisfies the inequality

$$
\begin{equation*}
\mu\left(\zeta_{q}(2)\right) \leqslant 4.07869374 \ldots \tag{59}
\end{equation*}
$$

| ordinary objects | $q$-extensions, $p=1 / q \in \mathbb{Z} \backslash\{0, \pm 1\}$ |
| :---: | :---: |
| numbers $n \in \mathbb{Z}$ | $q$-numbers $[n]_{p}=\frac{p^{n}-1}{p-1} \in \mathbb{Z}[p]$ |
| primes $l \in\{2,3,5,7, \ldots\} \subset \mathbb{Z}$ | irreducible cyclotomic polynomials $\Phi_{l}(p)=\prod_{\substack{k=1 \\(k, l)=1}}^{l}\left(p-e^{2 \pi i k / l}\right) \in \mathbb{Z}[p]$ |
| Euler's gamma function $\Gamma(t)$ | Jackson's $q$-gamma function $\Gamma_{q}(t)=\frac{\prod_{\nu=1}^{\infty}\left(1-q^{\nu}\right)}{\prod_{\nu=1}^{\infty}\left(1-q^{t+\nu-1}\right)}(1-q)^{1-t}$ |
| $\begin{gathered} \text { factorial } n!=\Gamma(n+1) \\ n!=\prod_{\nu=1}^{n} \nu \in \mathbb{Z} \end{gathered}$ | $\begin{gathered} q \text {-factorial }[n]_{q}!=\Gamma_{q}(n+1) \\ {[n]_{p}!=\prod_{\nu=1}^{n} \frac{p^{\nu}-1}{p-1}=p^{n(n-1) / 2}[n]_{q}!\in \mathbb{Z}[p]} \end{gathered}$ |
| $\operatorname{ord}_{l} n!=\left\lfloor\frac{n}{l}\right\rfloor+\left\lfloor\frac{n}{l^{2}}\right\rfloor+\cdots$ | $\operatorname{ord}_{\Phi_{l}(p)}[n]_{p}!=\left\lfloor\frac{n}{l}\right\rfloor, \quad l=2,3,4, \ldots$ |
| $\begin{aligned} D_{n} & =\operatorname{lcm}(1, \ldots, n) \\ & =\prod_{\text {primes } l \leqslant n} l^{\lfloor\log n / \log l\rfloor} \in \mathbb{Z} \end{aligned}$ | $\begin{aligned} D_{n}(p) & =\operatorname{lcm}\left([1]_{p}, \ldots,[n]_{p}\right) \\ & =\prod_{l=1}^{n} \Phi_{l}(p) \in \mathbb{Z}[p] \end{aligned}$ |
| the prime number theorem $\lim _{n \rightarrow \infty} \frac{\log D_{n}}{n}=1$ | $\begin{aligned} & \text { Mertens' formula } \\ & \lim _{n \rightarrow \infty} \frac{\log \left\|D_{n}(p)\right\|}{n^{2} \log \|p\|}=\frac{3}{\pi^{2}} \end{aligned}$ |

Table 1. Comparison of the $q$-arithmetic with ordinary arithmetic. Here $\lfloor\cdot\rfloor$ is the integral part of a number and abbreviation 'lcm' is used for the least common multiple

Quantitative estimates of type (59) for $\zeta_{q}(2)$ (which show that the number is the non-Liuovillian for $q^{-1} \in \mathbb{Z} \backslash\{0, \pm 1\}$ ) were not known before, although as mentioned earlier the irrationality [49] and even the transcendence of $\zeta_{q}(2)$ for any algebraic $q$ satisfying $0<|q|<1$ follows from Nesterenko's theorem [102]. A different interpretation of the rational approximations to $\zeta_{q}(2)$ in [131] allowed the authors to simplify the arithmetic part and to sharpen the estimate (59):

$$
\mu\left(\zeta_{q}(2)\right) \leqslant \frac{10 \pi^{2}}{5 \pi^{2}-24}=3.89363887 \ldots
$$

A particular case of the hypergeometric construction from [165], [131], namely,

$$
U_{n}(q) \zeta_{q}(2)-V_{n}(q)=\left.(-1)^{n} \sum_{\nu=1}^{\infty} \frac{\prod_{j=1}^{n}\left(1-q^{j}\right) \cdot \prod_{j=1}^{n}\left(1-q^{j} T\right)}{\prod_{j=0}^{n}\left(1-q^{n+1+j} T\right)^{2}} T^{n+1}\right|_{T=q^{\nu}}
$$

leads to the irrationality of $\zeta_{q}(2)$ in case of $q^{-1} \in \mathbb{Z} \backslash\{0, \pm 1\}$, while in the limit $q \rightarrow 1$ one obtains the rational approximations of Apéry (31) to $\zeta(2)$. In the
joint paper [84] we indicate a $q$-analogue of the sequence of the rational approximations (23), (24); it however does not result in the irrationality of the quantity $\zeta_{q}(3)$.

Application of the $q$-arithmetic method and the hypergeometric construction allows one to deduce other quantitative and qualitative results for $q$-zeta values. Thus, the work [84] establishes the result on the infiniteness of irrational numbers in the set of odd $q$-zeta values (a $q$-analogue of Rivoal's theorem) when $q^{-1} \in$ $\mathbb{Z} \backslash\{0, \pm 1\}$; the quantitative results of [84] were slightly improved in the recent works [58], [78]. A special status is given to the linear independence (under the same assumptions on $q$ ) of $\zeta_{q}(1), \zeta_{q}(2)$ and 1 over $\mathbb{Q}$, in both qualitative and quantitative forms; see the papers [38], [107], [138], [178] on this direction.

We also notice that one of approaches to the Riemann hypothesis (see [28]) and to integrality problems occurring in string theory (see [45] and $\S 2.2$ below) exploits integer-valued factorial quotients and the corresponding generating hypergeometric series. As shown in [146] (hypothetically in most of the cases), the $q$-counterpart of this approach leads to $q$-polynomials with non-negative coefficients.
1.5. Lower bound for $\left\|(\mathbf{3} / \mathbf{2})^{k}\right\|$ and Waring's problem. We do not aim at covering all possible applications of hypergeometric constructions in arithmetic. Our finale in Section 1 is one more problem on the border of diophantine and analytic number theories. On first sight, it might seem that the problem is not related to Apéry's theorem, but the efficient methods of its solutions, a hypergeometric construction and the arithmetic method (used, for example, in the proof of Theorems 2 and 6 ), convince of the opposite.

Let $\lfloor\cdot\rfloor$ and $\{\cdot\}$ denote the integer and fractional parts of a number, respectively. It is known [143] that the inequality $\left\{(3 / 2)^{k}\right\} \leqslant 1-(3 / 4)^{k}$ for $k \geqslant 6$ implies the explicit formula $g(k)=2^{k}+\left\lfloor(3 / 2)^{k}\right\rfloor-2$ for the least integer $g=g(k)$ such that every positive integer can be expressed as a sum of at most $g$ positive $k$ th powers (Waring's problem). K. Mahler [92] used Ridout's extension of Roth's theorem to show that the inequality $\left\|(3 / 2)^{k}\right\| \leqslant C^{k}$, where $\|x\|=\min (\{x\}, 1-\{x\})$ is the distance from $x \in \mathbb{R}$ to the nearest integer, has finitely many solutions in integers $k$ for any $C<1$. The particular case $C=3 / 4$ gives one the above value of $g(k)$ for all $k \geqslant K$, where $K$ is a certain absolute but ineffective constant. This motivates the question about nontrivial (that is, $C>1 / 2$ ) and effective (in terms of $K$ ) estimate of the form

$$
\begin{equation*}
\left\|\left(\frac{3}{2}\right)^{k}\right\|>C^{k} \quad \text { for all } \quad k \geqslant K \tag{60}
\end{equation*}
$$

The first progress towards the problem belongs to A. Baker and J. Coates [14]; by applying effective estimates of linear forms in logarithms in the $p$-adic case, they showed the validity of (60) with $C=2^{-\left(1-10^{-64}\right)}$. F. Beukers [22] significantly improved on this result by showing that inequality (60) is valid with $C=2^{-0.9}=$ $0.5358 \ldots$ for $k \geqslant K=5000$ (although his proof yielded the better choice $C=$ $0.5637 \ldots$ if one did not require an explicit evaluation of the effective bound for $K$ ). Beukers' proof relied on explicit Padé approximations to a tail of the binomial series $(1-z)^{m}=\sum_{n=0}^{m}\binom{m}{n}(-z)^{n}$ and was later used by A. Dubickas [48] and L. Habsieger [74] to derive inequality (60) with $C=0.5769$ and 0.5770 , respectively.

The latter work also includes the estimate $\left\|(3 / 2)^{k}\right\|>0.57434^{k}$ for $k \geqslant 5$ using computations from [46] and [85].

By modifying Beukers' construction [22], namely, considering Padé approximations to a tail of the series

$$
\begin{equation*}
\frac{1}{(1-z)^{m+1}}=\sum_{n=0}^{\infty}\binom{m+n}{m} z^{n} \tag{61}
\end{equation*}
$$

and evaluating the explicit $p$-adic order of the binomial coefficients involved, we prove in [179] the inequality

$$
\left\|\left(\frac{3}{2}\right)^{k}\right\|>0.5803^{k}=2^{-k \cdot 0.78512916 \ldots} \quad \text { for } \quad k \geqslant K
$$

where $K$ is a certain effective constant.
The construction in [179] allowed us to also establish the estimates

$$
\begin{align*}
& \left\|\left(\frac{4}{3}\right)^{k}\right\|>0.4914^{k}=3^{-k \cdot 0.64672207 \ldots} \quad \text { for } \quad k \geqslant K_{1} \\
& \left\|\left(\frac{5}{4}\right)^{k}\right\|>0.5152^{k}=4^{-k \cdot 0.47839775 \ldots} \quad \text { for } \quad k \geqslant K_{2} \tag{62}
\end{align*}
$$

where $K_{1}, K_{2}$ are effective constants. The best known result for general sequences $\left\|(1+1 / N)^{k}\right\|$ is due to M. Bennett [17]: $\left\|(1+1 / N)^{k}\right\|>3^{-k}$ for $4 \leqslant N \leqslant k 3^{k}$. Our lower bound for $\left\|(4 / 3)^{k}\right\|$ complements Bennett's result [18] on the order of the additive basis $\left\{1, N^{k},(N+1)^{k},(N+2)^{k}, \ldots\right\}$ for $N=3$ (case $N=2$ corresponds to the classical Waring's problem); to solve this problem one needs the bound $\left\|(4 / 3)^{k}\right\|>(4 / 9)^{k}$ for $k \geqslant 6$. The question of effectivisation of the estimates (62) is discussed in [110].

## 2. Calabi-Yau differential equations

2.1. Arithmetic differential equations of order 2 and 3. Certain differential equations look better than others, at least arithmetically. To illustrate this principle, consider the differential equation

$$
\begin{equation*}
\left(\theta^{2}-z\left(11 \theta^{2}+11 \theta+3\right)-z^{2}(\theta+1)^{2}\right) y=0, \quad \text { where } \quad \theta=z \frac{\mathrm{~d}}{\mathrm{~d} z} \tag{63}
\end{equation*}
$$

What is special about it? First of all, it has a unique analytic solution $y_{0}(z)=f(z)$ with $f(0)=1$; another solution may be given in the form $y_{1}(z)=f(z) \log z+g(z)$ with $g(0)=0$. Secondly, the coefficients in the Taylor expansion $f(z)=\sum_{n=0}^{\infty} A_{n} z^{n}$ are integral, $f(z) \in 1+z \mathbb{Z}[[z]]$, which can be hardly seen from the defining recurrence

$$
\begin{equation*}
(n+1)^{2} A_{n+1}-\left(11 n^{2}+11 n+3\right) A_{n}-n^{2} A_{n-1}=0 \quad \text { for } n=0,1, \ldots, \quad A_{0}=1 \tag{64}
\end{equation*}
$$

(cf. (25)), but follows from the explicit expression

$$
\begin{equation*}
A_{n}=\sum_{k=0}^{n}\binom{n}{k}^{2}\binom{n+k}{n}, \quad n=0,1, \ldots \tag{65}
\end{equation*}
$$

due to R. Apéry [12]; note that these numbers appear in Apéry's proof of the irrationality of $\zeta(2)$. Thirdly, the expansion $q(z)=\exp \left(y_{1}(z) / y_{0}(z)\right)=z \exp (g(z) / f(z))$ also has integral coefficients, $q(z) \in z \mathbb{Z}[[z]]$. This follows from the fact that the functional inverse $z(q)$,

$$
\begin{equation*}
z(q)=q \prod_{n=1}^{\infty}\left(1-q^{n}\right)^{5\left(\frac{n}{5}\right)} \tag{66}
\end{equation*}
$$

where $\left(\frac{n}{5}\right)$ denotes the Legendre symbol, lies in $q \mathbb{Z}[[q]]$. The formula in (66), due to F. Beukers [23], shows that $z(q)$ is a modular function with respect to the congruence subgroup $\Gamma_{1}(5)$ of $\mathrm{SL}_{2}(\mathbb{Z})$.

If the reader is not so much surprised by these integrality properties, then try to find more such cases, replacing the differential operator in (63) by the more general one

$$
\begin{equation*}
D=D(a, b, c):=\theta^{2}-z\left(a \theta^{2}+a \theta+b\right)+c z^{2}(\theta+1)^{2} . \tag{67}
\end{equation*}
$$

To ensure the required integrality one easily gets $a, b, c \in \mathbb{Z}$, but for a generic choice of the parameters already the second feature $\left(y_{0}(z)=f(z) \in 1+z \mathbb{Z}[[z]]\right)$ fails 'almost always'. In fact, this problem was studied by F. Beukers [25] and D. Zagier [154]. The exhaustive experimental search in [154] resulted in 14 (non-degenerate) examples of the triplets $(a, b, c) \in \mathbb{Z}^{3}$ when both this and the third property (the integrality of the corresponding expansion $z(q)$ ) happen; the latter follows from modular interpretations of $z(q)$.

| \# in [5] | \# in [154] | ( $a, b, c$ ) | \# in [5] | ( $\hat{a}, \hat{b}, \hat{c})$ |
| :---: | :---: | :---: | :---: | :---: |
| (A) | \#11 | $(16,4,0)$ | ( $\beta$ ) | (16, 8, $16^{2}$ ) |
| (B) | \#14 | $(27,6,0)$ | ( $)$ | $\left(27,15,27^{2}\right)$ |
| (C) | \#20 | $(64,12,0)$ | ( $)$ ) | $\left(64,40,64^{2}\right)$ |
| (D) |  | $(432,60,0)$ | (к) | (432, 312, 432 ${ }^{2}$ ) |
| (e) | \#19 | $\left(32,12,16^{2}\right)$ |  | $(32,8,0)$ |
| (h) | \#25 | $\left(54,21,27^{2}\right)$ |  | $(54,12,0)$ |
| (i) | \#26 | (128, 52, $64^{2}$ ) |  | $(128,24,0)$ |
| (j) |  | (864, 372, 432 ${ }^{2}$ ) |  | (864, 120, 0 ) |
| (a) | \#5, A | $(7,2,-8)$ | ( $\delta$ ) | $(7,3,81)$ |
| (b) | \#9, D | $(11,3,-1)$ | ( $\eta$ ) | $(11,5,125)$ |
| (c) | \#8, C | $(10,3,9)$ | ( $\alpha$ ) | $(10,4,64)$ |
| (d) | \#10, E | $(12,4,32)$ | ( $\epsilon$ | $(12,4,16)$ |
| (f) | \#7, B | $(9,3,27)$ | ( ) | (9, 3, -27) |
| (g) | \#13, F | $(17,6,72)$ | ( $\gamma$ ) | $(17,5,1)$ |

Table 2. Arithmetic differential operators $D(a, b, c)$ and $\hat{D}(\hat{a}, \hat{b}, \hat{c})$
A natural extension of the above problem to 3rd order linear differential equations is prompted by the other Apéry's sequence used in his proof [12] of the irrationality of $\zeta(3)$. One takes the family of differential operators

$$
\begin{equation*}
\hat{D}=\hat{D}(\hat{a}, \hat{b}, \hat{c}):=\theta^{3}-z(2 \theta+1)\left(\hat{a} \theta^{2}+\hat{a} \theta+\hat{b}\right)+\hat{c} z^{2}(\theta+1)^{3} \tag{68}
\end{equation*}
$$

and looks for the cases when the two solutions $f(z) \in 1+z \mathbb{C}[[z]]$ and $f(z) \log z+$ $g(z)$ with $g(0)=0$ of the corresponding differential equation satisfy $f(z) \in \mathbb{Z}[[z]]$
and $\exp (g(z) / f(z)) \in \mathbb{Z}[[z]]$. Apart from some degenerate cases, we have found in [6] again 14 triplets $(\hat{a}, \hat{b}, \hat{c}) \in \mathbb{Z}^{3}$ meeting the integrality conditions; the second property holds in all these cases as a modular bonus. Apéry's example corresponds to the case $(\hat{a}, \hat{b}, \hat{c})=(17,5,1)$. Table 2 lists the corresponding 14 examples of order 2 and 14 examples of order 3, while the following theorem indicates an explicit relation between them. The proof of the theorem as well as a geometric motivation for it can be found in [5; Theorem 1]; there explicit binomial expressions for the analytic solutions $f(z)$ are given as well.
Theorem 7. Let the triplets $(a, b, c)$ and $(\hat{a}, \hat{b}, \hat{c})$ be related by the formulae

$$
\begin{equation*}
\hat{a}=a, \quad \hat{b}=a-2 b \quad \text { and } \quad \hat{c}=a^{2}-4 c . \tag{69}
\end{equation*}
$$

For the differential operators $D$ and $\widehat{D}$ given in (67) and (68), denote by $f(z)$ and $\hat{f}(z)$ the analytic solutions of $D y=0$ and $\widehat{D} y=0$, respectively, with $f(0)=\hat{f}(0)=$ 1. Then

$$
\begin{equation*}
f(z)^{2}=\frac{1}{1-a z+c z^{2}} \hat{f}\left(\frac{-z}{1-a z+c z^{2}}\right) \tag{70}
\end{equation*}
$$

2.2. Arithmetic differential equations of order 4 and 5. How can one generalise the above problem of finding 'arithmetically nice' linear differential equations (operators)? An approach we followed in [6], [3], at least up to order 5, was not specifying the form of the operator, like in (67) and (68), but posing the following:
(i) the differential equation is of Fuchsian type, that is, all its singular points are regular; in addition, the local exponents at $z=0$ are zero;
(ii) the unique analytic solution $y_{0}(z)=f(z)$ with $f(0)=1$ at the origin have integral coefficients, $f(z) \in 1+z \mathbb{Z}[[z]]$; and
(iii) the solution $y_{1}(z)=f(z) \log z+g(z)$ with $g(0)=0$ gives rise to the integral expansion $q(z):=\exp \left(y_{1}(z) / y_{0}(z)\right) \in z \mathbb{Z}[[z]]$.
Requirement (i), known as the condition of maximally unipotent monodromy (MUM), means that the corresponding differential operator written as a polynomial in variable $z$ with coefficients from $\mathbb{C}[[\theta]]$ has constant term $\theta^{m}$, where $m$ is the order - degree in $\theta$; the local monodromy around 0 consists of a single Jordan block of maximal size. Note that (i) guarantees the uniqueness of the above $y_{0}(z)$ and $y_{1}(z)$. Condition (ii) can be usually relaxed to $f(C z) \in 1+z \mathbb{Z}[[z]]$ for some positive integer $C$ (without the scaling $z \mapsto C z$, many of the resulting formulae look 'more natural'). Property (iii) implies that the functional inverse $z(q)$, the so-called mirror map, also has integral expansion; furthermore, one consider $q$ as a new variable, at least in a neighbourhood of the origin.

In fact, in [6], [3] we posed on 4th order differential equations ${ }^{1}$

$$
\begin{equation*}
y^{\prime \prime \prime \prime}+P y^{\prime \prime \prime}+Q y^{\prime \prime}+R y^{\prime}+S y=0 \tag{71}
\end{equation*}
$$

some extra conditions as well:
(iv) the 'Calabi-Yau' or 'self-duality' condition

$$
\begin{equation*}
R=\frac{1}{2} P Q-\frac{1}{8} P^{3}+Q^{\prime}-\frac{3}{4} P P^{\prime}-\frac{1}{2} P^{\prime \prime}, \tag{72}
\end{equation*}
$$

which determines the structure of the projective monodromy group; and

[^1](v) the integrality of a related sequence of numbers $N_{0}, N_{1}, \ldots$, known as instanton numbers in the physics literature; these arise as coefficients in the Lambert $q$-expansion of the so-called Yukawa coupling
\[

$$
\begin{aligned}
K & =K(q):=\frac{N_{0}}{y_{0}^{2}}\left(q \frac{\mathrm{~d} q}{\mathrm{~d} z}\right)^{3} \exp \left(-\frac{1}{2} \int P(z) \mathrm{d} z\right) \\
& =N_{0}+\sum_{d=1}^{\infty} \frac{N_{d} d^{3} q^{d}}{1-q^{d}}
\end{aligned}
$$
\]

For a long time we have been confident that in all examples these additional conditions (iv), (v) are satisfied automatically when (i)-(iii) hold. However we have learnt recently from M. Bogner and S. Reiter [29] that the differential operator

$$
\begin{equation*}
\theta^{4}-8 z(2 \theta+1)^{2}\left(5 \theta^{2}+5 \theta+2\right)+192 z^{2}(2 \theta+1)(2 \theta+3)(3 \theta+2)(3 \theta+4) \tag{73}
\end{equation*}
$$

satisfies conditions (i)-(iv) while condition (v) seems to fail. Therefore, the CalabiYau equations of order 4 are characterised by all conditions (i)-(v). Furthermore, the antisymmetric square of any 4th order Calabi-Yau equation is a linear differential equation of order 5 ; when it meets conditions (i)-(iii) above (and it is always the case for all known examples, although this fact can be shown rigorously only for some instances), we call it a Calabi-Yau equation of order 5.

Our experimental search [6], [3] resulted in more than 400 examples of such differential equations. The corresponding differential operators are of Calabi-Yau type, since some of these examples can be identified with Picard-Fuchs differential equations for the periods of 1-parameter families of Calabi-Yau manifolds. For an entry in our table from [3], checking (i) and (iv) is trivial, (ii) usually follows from an explicit form of the coefficients of $f(z)$ (when it is available), while (iii) can be verified in certain cases using some of Dwork's p-adic techniques. Substantial progress in the latter direction was obtained recently by C. Krattenthaler and T. Rivoal [82], [83].

Basic examples of Calabi-Yau differential equations are given by the general hypergeometric differential equation (2) of order $m=4$ (and $m=5$ ) satisfied by the hypergeometric series (1). The equation (2) has (smallest possible) degree 1 in $z$ and condition (i) forces $b_{2}=\cdots=b_{m}=1$ to hold. This motivates counting the Calabi-Yau equations and their analytic solutions as a natural arithmetic generalisation of hypergeometric equations and series.

Standard conjectures (see, e.g., [7]) predict that all Calabi-Yau differential operators in [3] should be of 'geometric origin', which means that they correspond (as subquotients of local systems) to factors of Picard-Fuchs equations satisfied by period integrals for some family of varieties over the projective line.

The work [5] contains many explicit algebraic transformations between CalabiYau differential equations and their solutions which can be thought of as higherdimensional generalisations of Theorem 7; examples are the transformation (3) from the introduction and the transformation (98) below. In [5] a simple recipe is given to diagnose when two Calabi-Yau equations are related by an algebraic transformation, as well as to write down the corresponding transformation explicitly.

Another arithmetic feature of Calabi-Yau differential equations, which was first addressed in [4] in its full generality, is calculation of the corresponding Apéry limits.

This notion originates from Apéry's work on the irrationality of $\zeta(2)$ and $\zeta(3)$ which we review in §1.1, and is discussed in several papers in relation with 2nd and 3rd order arithmetic differential equations and their modular parameterizations; the basic references are [23], [24], [150] and [154]. A way to define the Apéry limit for a given Calabi-Yau differential operator $D$ is as follows. Consider the analytic solution $y_{0}(z)=f(z) \in 1+z \mathbb{Z}[[z]]$ of the equation $D y=0$ and the (unique) analytic solution $\tilde{f}(z) \in z+z^{2} \mathbb{Q}[[z]]$ of the related inhomogeneous differential equation $D \tilde{y}=z$, and write the corresponding expansions

$$
f(z)=1+\sum_{n=1}^{\infty} u_{n} z^{n} \quad \text { and } \quad \tilde{f}(z)=z+\sum_{n=2}^{\infty} v_{n} z^{n}
$$

Then the Apéry limit $\operatorname{Ap}(D)$ is defined by

$$
\operatorname{Ap}(D):=\lim _{n \rightarrow \infty} \frac{v_{n}}{u_{n}} .
$$

The notion is motivated by the fact that Apéry's results (25)-(29) and (16)-(21) imply

$$
\operatorname{Ap}(D(11,3,-1))=\frac{\zeta(2)}{5} \quad \text { and } \quad \operatorname{Ap}(\hat{D}(17,5,1))=\frac{\zeta(3)}{6}
$$

(cf. Table 2). It was observed in [4], with many examples proved there and in [150], that the Apéry limits of Calabi-Yau differential operators happen to be the values of certain $L$-series attached to quadratic characters and elliptic curves.
2.3. The family of Calabi-Yau quintics. In this section we review some basic geometry hidden behind the Calabi-Yau differential equations.

Let $M_{z}$ be a family of Calabi-Yau threefolds parameterized by a complex variable $z \in \mathbb{P}^{1}(\mathbb{C})$. Then periods of the unique holomorphic differential 3 -form on $M_{z}$ satisfy a linear differential equation, called the Picard-Fuchs differential equation of $M_{z}$. When the Hodge number $h^{2,1}$ is equal to 1 , the Picard-Fuchs differential equation has order 4 . One of the most well-known examples is perhaps the family of quintic threefolds [40]

$$
\begin{equation*}
x_{1}^{5}+x_{2}^{5}+x_{3}^{5}+x_{4}^{5}+x_{5}^{5}-z^{-1 / 5} x_{1} x_{2} x_{3} x_{4} x_{5}=0 \tag{74}
\end{equation*}
$$

in $\mathbb{P}^{4}$, whose Picard-Fuchs differential equation is

$$
\begin{equation*}
\theta^{4} y-5 z(5 \theta+1)(5 \theta+2)(5 \theta+3)(5 \theta+4) y=0, \quad \theta=z \frac{\mathrm{~d}}{\mathrm{~d} z} \tag{75}
\end{equation*}
$$

This is one of the fourteen families of Calabi-Yau threefolds [3] whose Picard-Fuchs differential equations are hypergeometric. Before discussing the special features of this and other examples of very special arithmetic differential equations, let us address much simpler instances with their classical links to the theory of modular and hypergeometric functions.

It is the classical result that the solution

$$
{ }_{2} F_{1}\left(\begin{array}{c|c}
\frac{1}{2}, & \frac{1}{2} \\
1 & z)
\end{array}\right.
$$

of the Picard-Fuchs differential equation

$$
\theta^{2} y-\frac{z}{4}(2 \theta+1)^{2} y=0
$$

for the family

$$
E_{z}: y^{2}=x(x-1)(x-z)
$$

of elliptic curves (that is, of Calabi-Yau onefolds) satisfies

$$
{ }_{2} F_{1}\left(\begin{array}{c|c}
\frac{1}{2}, \frac{1}{2} & \frac{\vartheta_{2}^{4}}{\vartheta_{3}^{4}}
\end{array}\right)=\vartheta_{3}^{2},
$$

where $\vartheta_{2}(\tau)=\sum_{n \in \mathbb{Z}} e^{\pi i \tau(n+1 / 2)^{2}}$ and $\vartheta_{3}(\tau)=\sum_{n \in \mathbb{Z}} e^{\pi i \tau n^{2}}$ are modular forms of weight $1 / 2$. In other words, under a suitable setting, $z$ becomes a modular function and the holomorphic solution of the differential equation at $z=0$ becomes a modular form of weight 1 on the congruence subgroup $\Gamma(2)$ of $\mathrm{SL}_{2}(\mathbb{Z})$. Likewise, the solution

$$
{ }_{3} F_{2}\left(\begin{array}{c|c}
\frac{1}{4}, \frac{1}{2}, \frac{3}{4} & 256 z \\
1,1 &
\end{array}\right)
$$

of the Picard-Fuchs differential equation

$$
\begin{equation*}
\theta^{3} y-4 z(4 \theta+1)(4 \theta+2)(4 \theta+3) y=0 \tag{76}
\end{equation*}
$$

for the family

$$
K_{z}: x_{1}^{4}+x_{2}^{4}+x_{3}^{4}+x_{4}^{4}-z^{-1 / 4} x_{1} x_{2} x_{3} x_{4}=0
$$

of $K 3$ surfaces (that is, of Calabi-Yau twofolds) can be interpreted as a modular form of weight 2 on $\Gamma_{0}(2)$ under a suitable setting. Therefore, one might expect that the holomorphic solution of (75) at $z=0$ can be interpreted as a generalised modular (or automorphic) form.

To provide some evidence to the fact that the solutions of (75) and their derivatives form a 'richer' algebraic structure, note [94], [104] that, in the classical case, the modular form or function $f(\tau)$ and its two successive derivatives $f^{\prime}(\tau)$ and $f^{\prime \prime}(\tau)$ are algebraically independent with $q=e^{2 \pi i \tau}$ over the field $\mathbb{C}(\tau)$, while all further derivatives are algebraic over the field $\mathbb{C}\left(f(\tau), f^{\prime}(\tau), f^{\prime \prime}(\tau)\right)$. For example, the ring of quasi-modular forms $\mathbb{C}\left[E_{2}(\tau), E_{4}(\tau), E_{6}(\tau)\right]$, where

$$
\begin{gathered}
E_{2}(\tau)=1-24 \sum_{n=1}^{\infty} \frac{n q^{n}}{1-q^{n}}, \\
E_{4}(\tau)=1+240 \sum_{n=1}^{\infty} \frac{n^{3} q^{n}}{1-q^{n}}, \quad E_{6}(\tau)=1-504 \sum_{n=1}^{\infty} \frac{n^{5} q^{n}}{1-q^{n}},
\end{gathered}
$$

is differentially stable [111], [169]:

$$
\begin{gather*}
\dot{E}_{2}=\frac{1}{12}\left(E_{2}^{2}-E_{4}\right), \quad \dot{E}_{4}=\frac{1}{3}\left(E_{2} E_{4}-E_{6}\right), \quad \dot{E}_{6}=\frac{1}{2}\left(E_{2} E_{6}-E_{4}^{2}\right),  \tag{77}\\
\text { where } \quad \dot{E}:=\frac{1}{2 \pi i} \frac{\mathrm{~d} E}{\mathrm{~d} \tau}=q \frac{\mathrm{~d} E}{\mathrm{~d} q} .
\end{gather*}
$$

The first example of a non-linear differential equation of order 7 for the Yukawa coupling was given in [89], while in [161] it was shown that no algebraic differential equation with coefficients from $\mathbb{C}(q)$ of smaller order can be given. Note that the equation from [89] is extremely lengthy, and only recently H. Movasati [99] has managed to construct a very elegant system of non-linear differential equations associated to the family of quintic threefolds (74) and its Picard-Fuchs equation (75) which resembles Ramanujan's system (77):

$$
\begin{aligned}
& \dot{T}_{0}=\frac{1}{T_{5}}\left(\frac{6}{5} T_{0}^{5}+\frac{1}{3125} T_{0} T_{3}-\frac{1}{5} T_{4}\right), \\
& \dot{T}_{1}=\frac{1}{T_{5}}\left(-125 T_{0}^{6}+T_{0}^{4} T_{1}+125 T_{0} T_{4}+\frac{1}{3125} T_{1} T_{3}\right), \\
& \dot{T}_{2}=\frac{1}{T_{5}}\left(-1875 T_{0}^{7}-\frac{1}{5} T_{0}^{5} T_{1}+2 T_{0}^{4} T_{2}+1875 T_{0}^{2} T_{4}+\frac{1}{5} T_{1} T_{4}+\frac{2}{3125} T_{2} T_{3}\right), \\
& \dot{T}_{3}=\frac{1}{T_{5}}\left(-3125 T_{0}^{8}-\frac{1}{5} T_{0}^{5} T_{2}+3 T_{0}^{4} T_{3}+3125 T_{0}^{3} T_{4}+\frac{1}{5} T_{2} T_{4}+\frac{3}{3125} T_{3}^{2}\right), \\
& \dot{T}_{4}=\frac{1}{T_{5}}\left(5 T_{0}^{4} T_{4}+\frac{1}{625} T_{3} T_{4}\right), \\
& \dot{T}_{5}=\frac{T_{6}}{T_{5}} \\
& \dot{T}_{6}=\left(-\frac{72}{5} T_{0}^{8}-\frac{24}{3125} T_{0}^{4} T_{3}-\frac{3}{5} T_{0}^{3} T_{4}-\frac{2}{1953125} T_{3}^{2}\right)+\frac{T_{6}}{T_{5}}\left(12 T_{0}^{4}+\frac{2}{625} T_{3}\right),
\end{aligned}
$$

where

$$
\dot{T}:=5 q \frac{\mathrm{~d} T}{\mathrm{~d} q} .
$$

Namely, he proved in [99] the following result.
Theorem 8. A formal power series solution

$$
\begin{equation*}
T_{j}=\sum_{n=0}^{\infty} t_{j, n} q^{n}, \quad j=0,1, \ldots, 6, \tag{78}
\end{equation*}
$$

subject to the initial conditions

$$
t_{0,0}=\frac{1}{5}, \quad t_{0,1}=24, \quad t_{4,0}=0, \quad t_{5,0}=-\frac{1}{3125}
$$

to the above system is unique. Furthermore, the quantity

$$
-\frac{\left(T_{4}-T_{0}^{5}\right)^{2}}{625 T_{5}^{3}}=5+2875 \frac{q}{1-q}+609250 \frac{2^{2} q^{2}}{1-q^{2}}+\cdots+N_{d} \frac{d^{3} q^{d}}{1-q^{d}}+\cdots
$$

is the Yukawa coupling for the family (74), and the functions (78) are algebraically independent over $\mathbb{C}($ in fact, over $\mathbb{C}(q, \log q)$ as shown in [161]).

The argument in both [161] and [99] of showing the algebraic independence of the functions in question is relating them to the fundamental solution of the linear
differential equation (75) and using the monodromy structure of the equation. The latter problem was addressed in several papers on the subject: it is known [26] that the Zariski closure of the projective monodromy group of (75) but also of other 4th order differential equations is $\mathrm{Sp}_{4}(\mathbb{C})$ (this is a consequence of $(72)$ ); what is a 'nice' choice of a basis of solutions with respect to which the monodromy matrices are in $\mathrm{Sp}_{4}(\mathbb{C})$ ? A possible choice of such basis is constructed in [41] for all arithmetic hypergeometric differential equations. For example, it is shown in [41] that one can choose the symplectic matrices

$$
\left(\begin{array}{cccc}
1 & 1 & 0 & 0  \tag{79}\\
0 & 1 & 0 & 0 \\
5 & 5 & 1 & 0 \\
0 & -5 & -1 & 1
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

as the monodromy matrices around the singular points $z=0$ and $z=1 / 3125$ of (75). Note that the group generated by (79) is contained in the congruence subgroup

$$
\left\{\gamma \in \operatorname{Sp}_{4}(\mathbb{Z}): \gamma \equiv\left(\begin{array}{cccc}
1 & * & * & * \\
0 & 1 & * & * \\
0 & 0 & 1 & 0 \\
0 & 0 & * & 1
\end{array}\right) \quad(\bmod 5)\right\}
$$

of finite index in $\mathrm{Sp}_{4}(\mathbb{Z})$, and it was discovered numerically that similar finite-index congruence subgroups of $\mathrm{Sp}_{4}(\mathbb{Z})$ contain monodromy groups for the majority of other Calabi-Yau differential equations. This observation forms grounds for asking whether one can relate the functions like (78) coming from mirror symmetry to Siegel modular forms of degree 2 or, more generally, to non-holomorphic modular forms of degree 2. In the next section we review some partial results in this direction discussed in [151].
2.4. $\mathrm{Sp}_{4}$ modularity. Consider a Calabi-Yau differential equation of order 4. Its projective monodromy group $\Gamma \subset \mathrm{Sp}_{4}(\mathbb{R})$ is commensurable with a discrete subgroup of $\mathrm{Sp}_{4}(\mathbb{Z})$ (of not necessarily finite index), therefore one can gather its fundamental matrix solution

$$
\left(\begin{array}{cccc}
u_{3} & u_{3}^{\prime} & u_{3}^{\prime \prime} & u_{3}^{\prime \prime \prime} \\
u_{2} & u_{2}^{\prime} & u_{2}^{\prime \prime} & u_{2}^{\prime \prime \prime} \\
u_{1} & u_{1}^{\prime} & u_{1}^{\prime \prime} & u_{1}^{\prime \prime} \\
u_{0} & u_{0}^{\prime} & u_{0}^{\prime \prime} & u_{0}^{\prime \prime \prime}
\end{array}\right)
$$

in such a way that the basis $u_{0}, u_{1}, u_{2}, u_{3}$ satisfies

$$
\begin{equation*}
W\left(u_{0}, u_{2}\right)+W\left(u_{1}, u_{3}\right)=0 \tag{80}
\end{equation*}
$$

and the monodromy matrices are in $\Gamma$. Here the notation $W\left(u_{0}, u_{1}\right):=u_{0} u_{1}^{\prime}-u_{0}^{\prime} u_{1}$ stands for the wronskian. Introduce the functions

$$
w_{j l}=C z W\left(u_{j}, u_{l}\right)=C z\left(u_{j} u_{l}^{\prime}-u_{j}^{\prime} u_{l}\right), \quad w_{j l}=-w_{l j}, \quad 0 \leqslant j, l \leqslant 3
$$

where $C \neq 0$ is a certain normalization constant. Thanks to (80) we have a linear relation $w_{02}+w_{13}=0$; there is also a quadratic relation

$$
w_{01} w_{23}+w_{02} w_{13}+w_{03} w_{12}=0
$$

which is tautological in terms of the $u_{j}$ s. The five linearly independent functions

$$
w_{01}, \quad w_{02}=-w_{13}, \quad w_{03}, \quad w_{12}, \quad w_{23}
$$

form a solution to a fifth order linear differential equation (the so-called antisymmetric square) with the monodromy conjugate to a subgroup commensurable to a discrete subgroup of $O_{5}(\mathbb{Z}) \simeq \mathrm{Sp}_{4}(\mathbb{Z})$. This establishes the correspondence between Calabi-Yau differential equations of order 4 and 5.

If we now define the functions

$$
\begin{equation*}
\tau_{1}(z):=\frac{w_{03}}{w_{01}}, \quad \tau_{2}(z):=\frac{w_{02}}{w_{01}}=\frac{-w_{13}}{w_{01}}, \quad \tau_{3}(z):=\frac{-w_{12}}{w_{01}} \tag{81}
\end{equation*}
$$

and collect them in the symmetric matrix

$$
\mathrm{T}:=\left(\begin{array}{cc}
\tau_{1} & \tau_{2}  \tag{82}\\
\tau_{2} & \tau_{3}
\end{array}\right), \quad \operatorname{det} \mathrm{T}=\frac{w_{23}}{w_{01}},
$$

then it is routine to verify that monodromy matrices $\gamma \in \Gamma$ define the standard $\mathrm{Sp}_{4}$-action on T :

$$
\gamma: \mathrm{T} \mapsto(A \mathrm{~T}+B)(C \mathrm{~T}+D)^{-1}=\gamma \mathrm{T} \quad \text { for } \quad \gamma=\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right) \in \Gamma .
$$

In this record, $A, B, C$ and $D$ are $2 \times 2$ components of the $4 \times 4$ matrix $\gamma$ from $\mathrm{Sp}_{4}(\mathbb{R})$. Note that the differential Galois theory [161] implies the algebraic independence of the three entries (81) of $\mathrm{T}=\mathrm{T}(z)$ over $\mathbb{C}(z)$.

The multivalued function $\tau:=\tau_{1}(z)$ takes values in a certain domain $H \subset \mathbb{C}$. Viewing T as a matrix-valued function of $\tau$, we say that a function $f(\mathrm{~T}(\tau)): H \rightarrow \mathbb{C}$ is a $\Gamma$-modular form of weight $k$ if

$$
f(\gamma \mathrm{~T})=\operatorname{det}(C \mathrm{~T}+D)^{k} \cdot f(\mathrm{~T}) \quad \text { for all } \quad \gamma=\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right) \in \Gamma
$$

This definition is motivated by the facts [151] that the inverse $z=z(\mathrm{~T}(\tau))$ of the map $\tau=\tau_{1}(z)$ in (81), (82) is a $\Gamma$-modular form of weight 0 , while the function $w_{01}$ viewed as a function of $\mathrm{T}=\mathrm{T}(\tau)$ is a $\Gamma$-modular form of weight 1 . Note that the $z$-derivatives of the mirror map $t(z)=u_{1}(z) / u_{0}(z)$ of the starting 4 th order Calabi-Yau equation and also of the function $\tau(z)$, which is the mirror map of the resulting 5 th order Calabi-Yau equation, admit simple formulae

$$
\begin{equation*}
\frac{\mathrm{d} t}{\mathrm{~d} z}=\frac{w_{01}}{C u_{0}^{2}}, \quad \frac{\mathrm{~d} \tau_{1}}{\mathrm{~d} z}=\frac{u_{0}^{2}}{C g_{0} w_{01}^{2}} \tag{83}
\end{equation*}
$$

expressing them via the analytic solutions $u_{0}$ and $w_{01}$ of the equations. These relations in turn imply that

$$
\begin{equation*}
\tau_{1}(\tau)=\tau, \quad \tau_{2}(\tau)=-\int_{0}^{\tau} t(\tau) \mathrm{d} \tau, \quad \text { and } \quad \tau_{3}(\tau)=\int_{0}^{\tau} t(\tau)^{2} \mathrm{~d} \tau \tag{84}
\end{equation*}
$$

when we view T as a function of $\tau$.

An unfortunate thing about the $\mathrm{Sp}_{4}$-modularity above is the fact that the imaginary part of T is indefinite and, thus, is not in the Siegel upper half-space. This was observed by geometric consideration in [1]; instead, M. Aganagic, V. Bouchard and A. Klemm [1] define the non-holomorphic embedding

$$
\mathrm{Z}=\mathrm{Z}(\tau)=\overline{\mathrm{T}}+\frac{2 i}{\phi} \operatorname{Im} \mathrm{~T}\binom{t}{1}(t 1) \operatorname{Im} \mathrm{T}, \quad \text { where } \quad \phi=(t 1) \operatorname{Im} \mathrm{T}\binom{t}{1}
$$

Then we indeed have $\mathrm{Z}(\tau) \in \mathbb{H}_{2}$ for all $\tau$, as well as

$$
\gamma: \mathrm{Z} \mapsto(A \mathrm{Z}+B)(C \mathrm{Z}+D)^{-1}=\gamma \mathrm{Z} \quad \text { for } \quad \gamma=\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right) \in \Gamma
$$

in addition, the function $w=\bar{\phi} \cdot w_{0}$ satisfies

$$
\begin{equation*}
\gamma: w \mapsto \operatorname{det}(C \overline{\mathrm{Z}}+D) \cdot w \tag{85}
\end{equation*}
$$

There are at least two recipes to construct non-holomorphic modular forms $w(\mathrm{Z})$ defined on $\mathbb{H}_{2}$ which satisfy (85) for $\gamma$ from the full modular group $\mathrm{Sp}_{4}(\mathbb{Z})$ : one can use theta series attached to indefinite quadratic forms [114] or Eisenstein series [91; Chapter 18]. Below we outline a possible strategy of pulling back suitable non-holomorphic forms so constructed to the objects on the one-dimensional domain of definition, on the example of trivial Yukawa coupling and action of a finite-index subgroup $\Gamma^{\prime} \subset \operatorname{PSL}_{2}(\mathbb{Z})$ on $\tau=x+i y \in \mathbb{H}_{1}$ (that is, $y>0$ ). This case corresponds to the equality $t=\tau$ of two mirror maps.

If $t=\tau$, then formulae (84) imply

$$
\mathrm{T}(\tau)=\left(\begin{array}{cc}
\tau & -\frac{1}{2} \tau^{2} \\
-\frac{1}{2} \tau^{2} & \frac{1}{3} \tau^{3}
\end{array}\right), \quad \mathrm{Z}(x+i y)=\left(\begin{array}{cc}
x & -\frac{1}{2} x^{2} \\
-\frac{1}{2} x^{2} & \frac{1}{3} x^{3}
\end{array}\right)+\frac{i}{2}\left(\begin{array}{cc}
y & -x y \\
-x y & x^{2} y+\frac{1}{3} y^{3}
\end{array}\right)
$$

since $\phi=-\frac{4}{3} y^{3}$. We also have

$$
\operatorname{det} \mathrm{Z}=\frac{1}{12} \tau^{2}|\tau|^{2} \quad \text { and } \quad \operatorname{det} \operatorname{Im} \mathrm{Z}=\frac{1}{12} y^{4}=\frac{1}{12}(\operatorname{Im} \tau)^{4}
$$

A slightly different version of the embedding was discovered independently by D. Zagier [153]. The related embedding of $\mathrm{SL}_{2}(\mathbb{R})$ into $\mathrm{Sp}_{4}(\mathbb{R})$,

$$
\iota:\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \mapsto\left(\begin{array}{cccc}
a^{2} d+2 a b c & -3 a^{2} c & a b d+\frac{1}{2} b^{2} c & \frac{1}{2} b^{2} d \\
-a^{2} b & a^{3} & -\frac{1}{2} a b^{2} & -\frac{1}{6} b^{3} \\
4 a c d+2 b c^{2} & -6 a c^{2} & a d^{2}+2 b c d & b d^{2} \\
6 c^{2} d & -6 c^{3} & 3 c d^{2} & d^{3}
\end{array}\right)
$$

shows that certain arithmetic conditions on $\Gamma^{\prime}($ for example, $b \equiv 0(\bmod 6))$ maps $\Gamma^{\prime}$ into a subgroup of $\mathrm{Sp}_{4}(\mathbb{Z})$. If we now take an arbitrary $\Gamma^{\prime}$-modular form $w_{0}(\tau)$ of weight 4 , then the corresponding function $w(x+i y)=-\frac{4}{3} y^{3} \cdot w_{0}(x+i y)$ satisfies (85) restricted to the curve

$$
\left\{\mathrm{Z}(\tau): \tau \in \mathbb{H}_{1}\right\}=\left\{\left(\begin{array}{cc}
x+\frac{i}{2} y & -\frac{1}{2} x^{2}-\frac{i}{2} x y \\
-\frac{1}{2} x^{2}-\frac{i}{2} x y & \frac{1}{3} x^{3}+\frac{i}{2} x^{2} y+\frac{i}{6} y^{3}
\end{array}\right): y>0\right\} \subset \mathbb{H}_{2}
$$

Thus, if one starts with a function $w(\mathrm{Z})$ which obeys the transformation law (85) it is a technical issue to determine under which conditions the pullback $w_{0}(\tau)=$ $-\frac{3}{4} w(\mathrm{Z}(\tau)) /(\operatorname{Im} \tau)^{3}$ defined on $\mathbb{H}_{1}$ is holomorphic (or meromorphic) in $\mathbb{H}_{1}$.

In the general case of $t \neq \tau$ the situation seems to be more delicate because of the transcendental relation between $\tau$ and $t$. Nevertheless, knowledge of explicit power series expansions for both $\tau$ and $t$ leaves a hope to consider possible pullbacks in such cases as well.
2.5. Ramanujan-type formulae for $\mathbf{1} / \boldsymbol{\pi}^{\mathbf{2}}$. There is almost no mystery left about classical Ramanujan's formulae for $1 / \pi$, like (4)-(6) and their numerous generalisations; the reader is advised to consult the monograph [30] as well as the recent surveys [16] and [181]. A remarkable thing about the formulae is not only the obvious appearance of the hypergeometric series on the left-hand side but also the existence of a purely hypergeometric machinery [51], [65], [67] which enables one to prove some of these identities. This is the Wilf-Zeilberger (WZ) theory [105], [149] with the algorithm of creative telescoping as its part. Even this approach does not cover the whole variety of formulae for $1 / \pi$ (although algebraic transformations like we have in Theorem 7 significantly extend its applicability), there are some further surprising outcomes of the method. J. Guillera [65]-[68] has managed to apply the WZ theory for proving new generalisations of Ramanujan-type series, namely,

$$
\begin{array}{r}
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}^{5}}{n!^{5}}\left(20 n^{2}+8 n+1\right) \frac{(-1)^{n}}{2^{2 n}}=\frac{8}{\pi^{2}}, \\
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}^{5}}{n!^{5}}\left(820 n^{2}+180 n+13\right) \frac{(-1)^{n}}{2^{10 n}}=\frac{128}{\pi^{2}}, \\
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}^{3}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{n!^{5}}\left(120 n^{2}+34 n+3\right) \frac{1}{2^{4 n}}=\frac{32}{\pi^{2}}, \\
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}^{3}\left(\frac{1}{3}\right)_{n}\left(\frac{2}{3}\right)_{n}}{n!^{5}}\left(74 n^{2}+27 n+3\right) \frac{3^{3 n}}{4^{3 n}}=\frac{48}{\pi^{2}} \tag{89}
\end{array}
$$

Furthermore, this newer pattern of formulae for $1 / \pi^{2}$ suggested Guillera [66] and Guillera and Almkvist [2] to discover numerically seven additional formulae:

$$
\begin{align*}
& \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}\left(\frac{1}{6}\right)_{n}\left(\frac{5}{6}\right)_{n}}{n!^{5}}\left(1640 n^{2}+278 n+15\right) \frac{(-1)^{n}}{2^{10 n}} \stackrel{?}{=} \frac{256 \sqrt{3}}{3 \pi^{2}}  \tag{90}\\
& \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}\left(\frac{1}{3}\right)_{n}\left(\frac{2}{3}\right)_{n}}{n!^{5}}\left(252 n^{2}+63 n+5\right) \frac{(-1)^{n}}{48^{n}} \stackrel{?}{=} \frac{48}{\pi^{2}},  \tag{91}\\
& \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{3}\right)_{n}\left(\frac{2}{3}\right)_{n}\left(\frac{1}{6}\right)_{n}\left(\frac{5}{6}\right)_{n}}{n!^{5}}\left(5418 n^{2}+693 n+29\right) \frac{(-1)^{n}}{80^{3 n}} \stackrel{?}{=} \frac{128 \sqrt{5}}{\pi^{2}} \tag{92}
\end{align*}
$$

$$
\begin{gather*}
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{3}\right)_{n}\left(\frac{2}{3}\right)_{n}\left(\frac{1}{6}\right)_{n}\left(\frac{5}{6}\right)_{n}}{n!^{5}}\left(1930 n^{2}+549 n+45\right) \frac{(-1)^{n} 3^{6 n}}{2^{12 n}} \stackrel{?}{=} \frac{384}{\pi^{2}}, \\
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{3}\right)_{n}\left(\frac{2}{3}\right)_{n}\left(\frac{1}{6}\right)_{n}\left(\frac{5}{6}\right)_{n}}{n!^{5}}\left(532 n^{2}+126 n+9\right) \frac{3^{6 n}}{5^{6 n}} \stackrel{?}{=} \frac{375}{4 \pi^{2}},  \tag{93}\\
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{8}\right)_{n}\left(\frac{3}{8}\right)_{n}\left(\frac{5}{8}\right)_{n}\left(\frac{7}{8}\right)_{n}}{n!^{5}}\left(1920 n^{2}+304 n+15\right) \frac{1}{7^{4 n}} \stackrel{?}{=} \frac{56 \sqrt{7}}{\pi^{2}},  \tag{94}\\
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}^{3}\left(\frac{1}{3}\right)_{n}\left(\frac{2}{3}\right)_{n}}{n!^{5}}\left((32-216 \phi) n^{2}+(18-162 \phi) n+(3-30 \phi)\right)(3 \phi)^{3 n} \stackrel{?}{=} \frac{3}{\pi^{2}}, \tag{95}
\end{gather*}
$$

where

$$
\phi=\left(\frac{\sqrt{5}-1}{2}\right)^{5}=0.09016994 \ldots
$$

Note that the latter constant appears in the asymptotics of Apéry's approximations to $\zeta(2)$ (cf. (28) and (29) in § 1.1).

There exists also the ' 3 D ' identity

$$
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}^{7}}{n!^{7}}\left(168 n^{3}+76 n^{2}+14 n+1\right) \frac{1}{2^{6 n}} \stackrel{?}{=} \frac{32}{\pi^{3}}
$$

discovered by B. Gourevich in 2002 (using an integer relations algorithm), and the most recent news is the formula

$$
\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}^{7}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{n!^{9} 2^{12 n}}\left(43680 n^{4}+20632 n^{3}+4340 n^{2}+466 n+21\right) \stackrel{?}{=} \frac{2048}{\pi^{4}}
$$

due to J. Cullen [44].
The works [2], [69], and [151] discuss a relationship of identities (86)-(96) with the Calabi-Yau differential equations from Section 2.2. A standard example here, related to Guillera's formulae (86) and (87), is the hypergeometric series

$$
F(z)={ }_{5} F_{4}\left(\begin{array}{c}
\left.\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \left.\frac{1}{2} \right\rvert\, 2^{10} z\right)=\sum_{n=0}^{\infty}\binom{2 n}{1,1,1,1}^{5} z^{n}, ~ . ~
\end{array}\right.
$$

which satisfies the 5th-order linear differential equation

$$
\left(\theta^{5}-32 z(2 \theta+1)^{5}\right) Y=0, \quad \text { where } \quad \theta=z \frac{\mathrm{~d}}{\mathrm{~d} z}
$$

If $G(z)$ is another solution of the latter equation of the form $F(z) \log z+F_{1}(z)$ with $F_{1}(z) \in z \mathbb{Q}[[z]]$, then

$$
\widetilde{F}(z)=\left(1-2^{10} z\right)^{-1 / 2} \operatorname{det}\left(\begin{array}{cc}
F & G \\
\theta F & \theta G
\end{array}\right)^{1 / 2}
$$

satisfies the 4th-order equation

$$
\begin{equation*}
\left(\theta^{4}-16 z\left(128 \theta^{4}+256 \theta^{3}+304 \theta^{2}+176 \theta+39\right)+2^{20} z^{2}(\theta+1)^{4}\right) Y=0 \tag{97}
\end{equation*}
$$

which is entry \#204 in the tables [3]. For a quadratic transformation of the new function $\widetilde{F}(z)$ one has the following explicit formula [5]:

$$
\begin{equation*}
\frac{1+z}{(1-z)^{2}} \widetilde{F}\left(\frac{-z}{(1-z)^{2}}\right)=\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} 4^{n-k}\binom{2 k}{k}^{2}\binom{2 n-2 k}{n-k}\right)^{2} z^{n} \tag{98}
\end{equation*}
$$

where the right-hand side is the Hadamard square of the series

$$
\begin{aligned}
\frac{1}{1-16 z}{ }_{2}^{2} F_{1}\left(\begin{array}{cc|c}
\frac{1}{2}, & \frac{1}{2} & \left.\frac{-16 z}{1-16 z}\right)
\end{array}\right. & =\sum_{n=0}^{\infty}\binom{2 n}{n}^{2} \frac{(-1)^{n} z^{n}}{(1-16 z)^{n+1}} \\
& =\sum_{n=0}^{\infty}\left(\sum_{k=0}^{n} 4^{n-k}\binom{2 k}{k}^{2}\binom{2 n-2 k}{n-k}\right) z^{n}
\end{aligned}
$$

which admits a modular parametrization. Both the 4th-order equation (97) and the differential equation (of order 4) for the right-hand side in (98) are of Calabi-Yau type. The underlying Calabi-Yau differential equations are crucial in the numerical discovery of several formulae for $1 / \pi^{2}$; the details can be found in [2].

A more 'delicate' outcome of the WZ-theoretic approach are functional identities that include the numerical evaluations as specialisations. The anticipated advantage of functional instances is their 'easier' provability because additional functional (for example, differential) equations can be used. There are several ad hoc methods in passing from numerics to functions; many of them rest on a tricky application of the Gosper-Zeilberger algorithm of creative telescoping [105].

Examples related to Ramanujan's series (4) and Guillera's series (86) can be found in [67]. Consider

$$
\begin{align*}
& \sum_{n=0}^{\infty} \frac{\left(a+\frac{1}{2}\right)_{n}^{3}}{(a+1)_{n}^{3}}(6(n+a)+1) \cdot \frac{1}{4^{n}} \\
& \quad=\frac{4^{a+1}}{\pi \cos ^{2} \pi a} \cdot\left(\frac{\Gamma(a+1) \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(a+\frac{1}{2}\right)}\right)^{3}+\frac{(4 a)^{2}}{2 a-1} \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}\left(a+\frac{1}{2}\right)_{n}}{(a+1)_{n}\left(\frac{3}{2}-a\right)_{n}} \tag{99}
\end{align*}
$$

and, denoting an either side of the latter expression by $f(a)$,

$$
\begin{align*}
& \sum_{n=0}^{\infty} \frac{\left(a+\frac{1}{2}\right)_{n}^{5}}{(a+1)_{n}^{5}}\left(20(n+a)^{2}+8(n+a)+1\right) \cdot \frac{(-1)^{n}}{4^{n}} \\
& \quad=\frac{2}{\pi \cos \pi a} \cdot\left(\frac{\Gamma(a+1) \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(a+\frac{1}{2}\right)}\right)^{2} f(a)+\frac{2^{5} a^{3}}{2 a-1} \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n}^{2}\left(a+\frac{1}{2}\right)_{n}}{(a+1)_{n}^{2}\left(\frac{3}{2}-a\right)_{n}} \tag{100}
\end{align*}
$$

The specialisation $a=0$ of (99) and (100) gives the numerical identities (4) and (86), respectively.

Another striking arithmetic hidden in Ramanujan's formulae for $1 / \pi$ and their generalisations relies on the so-called supercongruences. It happens that if we truncate the corresponding hypergeometric series at $n=p-1$, we always get congruences modulo high powers of $p$, where $p>3$ is a prime not dividing the denominator of the argument. For example,

$$
\begin{array}{r}
\sum_{n=0}^{p-1} \frac{\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{n!^{3}}(20 n+3) \frac{(-1)^{n}}{2^{2 n}} \equiv 3\left(\frac{-1}{p}\right) p \quad\left(\bmod p^{3}\right) \\
\sum_{n=0}^{p-1} \frac{\left(\frac{1}{2}\right)_{n}^{3}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{n!^{5}}\left(120 n^{2}+34 n+3\right) \frac{1}{2^{4 n}} \equiv 3 p^{2} \quad\left(\bmod p^{5}\right) \\
\sum_{n=0}^{p-1} \frac{\left(\frac{1}{2}\right)_{n}^{7}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{n!^{9} 2^{12 n}}\left(43680 n^{4}+20632 n^{3}+4340 n^{2}+466 n+21\right) \stackrel{?}{=} 21 p^{4} \quad\left(\bmod p^{9}\right) .
\end{array}
$$

The known proofs [71], [137], [183] makes use of the Wilf-Zeilberger theory again. The work [70] discusses the general pattern for all such supercongruences, including finite analogues for 'irrational' Ramanujan-type identities like (96).

## 3. Lattice sums and Mahler measures

3.1. Dirichlet $L$-series and Mahler measures. For a Laurent polynomial $P\left(x_{1}, \ldots, x_{n}\right)$, the Mahler measure $M(P):=e^{\mathrm{m}(P)}$, with $\mathrm{m}(P)$ defined in (9), is the geometric mean of $|P|$ on the torus

$$
\mathbb{T}^{n}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{C}^{n}:\left|x_{1}\right|=\cdots=\left|x_{n}\right|=1\right\}
$$

Mahler's original definition [93] refers to the case $n=1$ where one has a different expression

$$
\mathrm{m}(P)=\log \left|a_{0}\right|+\sum_{j=1}^{d} \max \left\{0, \log \left|\alpha_{j}\right|\right\}
$$

for a polynomial $P(x)=a_{0} \prod_{j=1}^{d}\left(x-\alpha_{j}\right)$, as a consequence of classical Jensen's formula. For polynomials $P(x)$ with integer coefficients, clearly $\mathrm{m}(P) \geqslant 0$, with $\mathrm{m}(P)=0$ only if $P$ is monic ( $a_{0}=1$ ) and has all its zeros inside the unit circle (hence is a product of a monomial $x^{a}$ and a cyclotomic polynomial, by Kronecker's theorem). D. Lehmer [88] asked (already in 1933) whether $\mathrm{m}(P)$ can be arbitrary small but positive for $P(x) \in \mathbb{Z}[x]$; the smallest value he was able to find was
$\mathrm{m}\left(x^{10}+x^{9}-x^{7}-x^{6}-x^{5}-x^{4}-x^{3}+x+1\right)=\log (1.17628081 \ldots)=0.16235761 \ldots$.
This still stands as the smallest positive value of $m(P)$, in spite of extensive computation by D. Boyd, M. Mossinghoff and others. Although Lehmer's question is a completely different story in the study of Mahler measures, it motivated the above definition of $m(P)$ to the multi-variable case because of the following limit formula proven by Boyd in 1981 [33]:

$$
\mathrm{m}\left(P\left(x, x^{N}\right)\right) \rightarrow \mathrm{m}(P(x, y)) \quad \text { as } N \rightarrow \infty
$$

It was not realised until 1981 that the $n$-variable Mahler measure could have some 'geometric' roots. Namely, C. Smyth gave an elegant formula [33]

$$
\begin{equation*}
\mathrm{m}(1+x+y)=\frac{3 \sqrt{3}}{4 \pi} L\left(\chi_{-3}, 2\right)=L^{\prime}\left(\chi_{-3},-1\right) \tag{101}
\end{equation*}
$$

where

$$
L\left(\chi_{-3}, s\right)=\sum_{n=1}^{\infty} \frac{\chi_{-3}(n)}{n^{s}}=1-\frac{1}{2^{s}}+\frac{1}{4^{s}}-\frac{1}{5^{s}}+\cdots
$$

is the $L$-function attached to the real odd Dirichlet character modulo 3.
The proof of Smyth's formula is worth noting here. Since $1+x+y$ is a linear function of $y$, Jensen's formula applied to one of the integrals in (9) shows that
$\mathrm{m}(1+x+y)=\mathrm{m}(1-x+y)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \log ^{+}\left|e^{i t}-1\right| \mathrm{d} t=\frac{1}{2 \pi} \int_{0}^{2 \pi / 3} \log \left|e^{i t}-1\right| \mathrm{d} t$
where $\log ^{+} x=\max \{0, \log x\}$. Thus, $\mathrm{m}(1+x+y)$ is given by a special value of the Clausen integral

$$
\mathrm{Cl}_{2}(\theta)=-\int_{0}^{\theta} \log \left|e^{i t}-1\right| \mathrm{d} t=\sum_{k=1}^{\infty} \frac{\sin (k \theta)}{k^{2}}
$$

and the result follows.
A similar computation applies to many polynomials $P(x, y)=A(x) y+B(x)$ if $A(x)$ and $B(x)$ are cyclotomic and if the solutions of $|A(x)|=|B(x)|$ on $|x|=1$ are roots of unity. For example [34],

$$
\mathrm{m}(1+x+y-x y)=\frac{2}{\pi} L\left(\chi_{-4}, 2\right)=L^{\prime}\left(\chi_{-4},-1\right)
$$

where $L\left(\chi_{-4}, 2\right)=G$ is Catalan's constant (cf. (13)),

$$
\begin{aligned}
\mathrm{m}\left(1+x+x^{2}+y\right) & =\frac{3}{2} L^{\prime}\left(\chi_{-4},-1\right) \\
\mathrm{m}\left(1+x+y+x^{2} y\right) & =\frac{3}{2} L^{\prime}\left(\chi_{-3},-1\right)
\end{aligned}
$$

Later V. Maillot and J. Cassaigne [95] derived a general formula for $\mathrm{m}\left(a_{0}+a_{1} x+\right.$ $a_{2} y$ ), for arbitrary complex $a_{j}$, by means of the Bloch-Wigner dilogarithm

$$
\mathcal{D}(z)=\operatorname{Im}\left(\sum_{n=1}^{\infty} \frac{z^{n}}{n^{2}}+\log |z| \log (1-z)\right)
$$

If $\left|a_{0}\right|,\left|a_{1}\right|$ and $\left|a_{2}\right|$ are the lengths of the sides of a planar triangle opposite the angles $\alpha_{0}, \alpha_{1}$ and $\alpha_{2}$, then

$$
\mathrm{m}\left(a_{0}+a_{1} x+a_{2} y\right)=\frac{\alpha_{0}}{\pi} \log \left|a_{0}\right|+\frac{\alpha_{1}}{\pi} \log \left|a_{1}\right|+\frac{\alpha_{2}}{\pi} \log \left|a_{2}\right|+\frac{1}{\pi} \mathcal{D}\left(\frac{\left|a_{1}\right|}{\left|a_{0}\right|} e^{i \alpha_{2}}\right)
$$

in the alternative case,

$$
\mathrm{m}\left(a_{0}+a_{1} x+a_{2} y\right)=\log \max \left\{\left|a_{0}\right|,\left|a_{1}\right|,\left|a_{2}\right|\right\}
$$

Already this result shows a strong connection of Mahler measure evaluation with $K$-theory. That is why it is not completely mysterious to expect that more sophisticated polynomials $P(x, y)$ give rise to analogous Mahler measures expressed through special values of $L$-functions of elliptic curves. Here the counterpart to

$$
\frac{d^{3 / 2} L\left(\chi_{-d}, 2\right)}{4 \pi}=L^{\prime}\left(\chi_{-d},-1\right)
$$

is given by

$$
b_{E}=\frac{N L(E, 2)}{4 \pi^{2}}=L^{\prime}(E, 0)
$$

where $N$ is the conductor of the elliptic curve $E$ and where the latter equality is only valid if $E$ is a modular curve (that is, a smooth cubic curve over $\mathbb{Q}$ that has a rational point; the Shimura-Taniyama conjecture - the theorem now - says that all elliptic curves over $\mathbb{Q}$ are modular). In other words, there exist polynomials $P_{E}(x, y)$ for which $\mathrm{m}\left(P_{E}\right) / b_{E}$ is (presumably) rational. Without explaining deep $K$-theoretic reasons for such formulae to exist, we provide some hints on Deninger's example (12) mentioned in the introduction.

Consider

$$
P(x, y)=1+x+\frac{1}{x}+y+\frac{1}{y} .
$$

Let $x=e^{i t}$ and treat $P(x, y)$ as a polynomial in $y$ to see that

$$
|P(x, y)|=\left|1+y(1+2 \cos t)+y^{2}\right|=\left|\left(y-y_{1}(t)\right)\left(y-y_{2}(t)\right)\right|,
$$

where $y_{1}(t)=-b-\sqrt{b^{2}-1}$ with $b=b(t)=\frac{1}{2}+\cos t$. With the help of Jensen's formula,

$$
\mathrm{m}(P)=\frac{1}{\pi} \int_{0}^{\pi} \log ^{+}\left|y_{1}(t)\right| \mathrm{d} t
$$

Since the product of the roots $y_{1}(t)$ and $y_{2}(t)$ is 1 , we will have $\left|y_{1}(t)\right|>1>\left|y_{2}(t)\right|$ exactly when the roots are real and unequal, that is, when $\cos t>\frac{1}{2}$, so $|t|<\frac{\pi}{3}$. Thus

$$
\mathrm{m}(P)=\int_{0}^{\pi / 3} \log \left(b+\sqrt{b^{2}-1}\right) \mathrm{d} t
$$

This integral can be integrated numerically but, of course, there are various other ways to represent it, for example,

$$
\begin{aligned}
\mathrm{m}(P) & =\frac{1}{(2 \pi)^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} \log (1+2 \cos t+2 \cos s) \mathrm{d} t \mathrm{~d} t \\
& =\frac{1}{4} \cdot{ }_{3} F_{2}\binom{\frac{1}{2}, \frac{1}{2}, \left.\frac{1}{2} \right\rvert\, \frac{1}{2}}{1, \frac{3}{2}}=4 \sum_{k=0}^{\infty}\binom{2 k}{k}^{2} \frac{(1 / 16)^{2 k+1}}{2 k+1}
\end{aligned}
$$

the result we mentioned in (11). In a similar fashion, one can also derive a more general hypergeometric representation [120], [86], [123]

$$
\mathrm{m}\left(\alpha+x+x^{-1}+y+y^{-1}\right)=\frac{\alpha}{4} \operatorname{Re}_{3} F_{2}\left(\begin{array}{c}
\frac{1}{2}, \frac{1}{2}, \frac{1}{2}  \tag{102}\\
1,1
\end{array} \frac{\alpha^{2}}{16}\right)
$$

when $\alpha>0$.
On the other hand, using a cohomological interpretation of $\mathrm{m}(P(x, y))$, Deninger [47] was able to evaluate this Mahler measure as an Eisenstein-Kronecker series of the elliptic curve $E$ of conductor 15 given by

$$
1+x+\frac{1}{x}+y+\frac{1}{y}=0
$$

and then assuming a conjecture of Beilinson, to derive that one should have

$$
\mathrm{m}(P)=r \frac{15}{(2 \pi)^{2}} L(E, 2)=r L^{\prime}(E, 0)
$$

where $r$ is a rational number (unspecified in Beilinson's conjecture). Finally, it was checked numerically that $r=1.00000000 \ldots$ (up to 200 decimal places), so that presumably (10) holds. The modularity theorem implies that, for the $L$-function $L(E, s)=\sum_{k=1}^{\infty} a_{k} k^{-s}$ attached to an elliptic curve $E$ of conductor $N$, the function $f(\tau)=\sum_{k=1}^{\infty} a_{k} q^{k}$, where $q=e^{2 \pi i \tau}$, is a cusp form for the modular group $\Gamma_{0}(N)$. In Deninger's case $N=15$, so that

$$
f(\tau)=\sum_{k=1}^{\infty} a_{k} q^{k}=q \prod_{m=1}^{\infty}\left(1-q^{m}\right)\left(1-q^{3 m}\right)\left(1-q^{5 m}\right)\left(1-q^{15 m}\right)
$$

In view of Euler's pentagonal number formula

$$
\eta(\tau)=q^{1 / 24} \prod_{m=1}^{\infty}\left(1-q^{m}\right)=\sum_{n \in \mathbb{Z}}(-1)^{n} q^{(6 n+1)^{2} / 24}
$$

and the hypergeometric evaluation above, the final formula can be stated as (12).
It is remarkable that, in spite of the origin of formula (12), it does not involve any Mahler measure: it is a (hypergeometric) single sum evaluation of a quadruple lattice sum.

### 3.2. Quadruple lattice sums. Define

$$
\begin{aligned}
F(a, b, c, d) & =(a+b+c+d)^{2} \\
& \times \sum_{\substack{n_{j}=-\infty \\
j=1,2,3,4}}^{\infty} \frac{(-1)^{n_{1}+n_{2}+n_{3}+n_{4}}}{\left(a\left(6 n_{1}+1\right)^{2}+b\left(6 n_{2}+1\right)^{2}+c\left(6 n_{3}+1\right)^{2}+d\left(6 n_{4}+1\right)^{2}\right)^{2}}
\end{aligned}
$$

where the method of summation is

$$
\sum_{\substack{n_{j}=-\infty \\ j=1,2,3,4}}^{\infty}=\lim _{M \rightarrow \infty} \sum_{n_{1}=-M}^{M} \ldots \sum_{n_{4}=-M}^{M},
$$

and also set

$$
F(b, c)=F(1, b, c, b c)
$$

Many cases are known when $F(a, b, c, d)$ can be (sometimes conjecturally) reduced to a single sum, like

$$
F(3,5)=\frac{\pi^{2}}{15} \cdot{ }_{3} F_{2}\left(\left.\begin{array}{c}
\frac{1}{2}, \frac{1}{2}, \left.\frac{1}{2} \right\rvert\, \frac{1}{2} \\
1, \frac{3}{2}
\end{array} \right\rvert\, \frac{1}{16}\right)
$$

in the case of (12). Another conjectured evaluation, due to Boyd, which is now settled in [124], is related to a conductor 20 elliptic curve and is equivalent to

$$
\frac{25}{6 \pi^{2}} F(1,5)=\sqrt[3]{2} A \cdot{ }_{3} F_{2}\left(\left.\begin{array}{c|c}
\frac{1}{3}, \frac{1}{3}, \frac{1}{3} & \frac{2}{3}
\end{array} \right\rvert\, \frac{2}{27}\right)+\sqrt[3]{4} B \cdot{ }_{3} F_{2}\left(\left.\begin{array}{c}
\frac{2}{3}, \frac{2}{3}, \frac{2}{3} \\
\frac{4}{3}, \frac{5}{3}
\end{array} \right\rvert\, \frac{2}{27}\right),
$$

where

$$
A=\frac{\sqrt[3]{2} \Gamma\left(\frac{1}{6}\right) \Gamma\left(\frac{1}{3}\right) \Gamma\left(\frac{1}{2}\right)}{8 \sqrt{3} \pi^{2}} \quad \text { and } \quad B=\frac{\Gamma^{3}\left(\frac{2}{3}\right)}{16 \pi^{2}}
$$

When more general lattice sums are considered, hypergeometric functions with irrational arguments frequently appear. For instance, if $\phi=(1+\sqrt{5}) / 2$, we have

$$
\frac{225}{32 \sqrt{5} \pi^{2}} F(1,5,5,5)=\frac{A}{\sqrt[3]{\phi}} \cdot{ }_{3} F_{2}\left(\begin{array}{c}
\frac{1}{3}, \frac{1}{3}, \frac{1}{3} \\
\frac{2}{3}, \frac{4}{3}
\end{array} \frac{1}{\phi}\right)+\frac{3 B}{\sqrt[3]{\phi^{2}}} \cdot{ }_{3} F_{2}\left(\begin{array}{c}
\frac{2}{3}, \frac{2}{3}, \frac{2}{3} \\
\frac{4}{3}, \frac{5}{3}
\end{array} \frac{\frac{1}{\phi}}{}\right) .
$$

While it seems likely that equations for $F(1,5,5,5)$ and $F(1,5)=F(1,1,5,5)$ both arise as special cases of formulae for $F(a, b, c, d)$, the exact nature of those formulae remains unclear.

A standard analytic strategy for proving hypergeometric evaluations is reduction of the quadruple lattice sum under consideration to a double sum and then interpreting the double sum as a special value of an elliptic function. For instance,

$$
F(1,5,5,5)=16^{2} \sum_{\substack{n=-\infty \\ k=0}}^{\infty} \frac{(-1)^{n+k}(2 k+1)}{\left((6 n+1)^{2}+15(2 k+1)^{2}\right)^{2}}
$$

These sorts of transformations follow from well-known $q$-series results, and are quite rare. The double sum is a consequence of the following corollary to the Jacobi triple product:

$$
q^{2} \prod_{n=1}^{\infty}\left(1-q^{3 n}\right)\left(1-q^{15 n}\right)^{3}=\sum_{\substack{n=-\infty \\ k=0}}^{\infty}(-1)^{n+k}(2 k+1) q^{\left(15(2 k+1)^{2}+(6 n+1)^{2}\right) / 8}
$$

Notice that this equation gives an example of a lacunary modular form, and only in such cases the two-dimensional reduction can be achieved. The two-dimensional lattice sums are then evaluated using Ramanujan's theories of elliptic functions and modular equations [11], [19]. Several of these calculations are quite involved.

The finite amount of elliptic curves whose $L$-functions are related to four eta products is given by the following list [96]. Suppose that $E_{N}$ is an elliptic curve of conductor $N$, then $L\left(E_{N}, 2\right)=F(b, c)$ for the values of $N$ and $(b, c)$ given in Table 3.

| $N$ | $(b, c)$ |
| :---: | :---: |
| 11 | $(1,11)$ |
| 14 | $(2,7)$ |
| 15 | $(3,5)$ |
| 20 | $(1,5)$ |
| 24 | $(2,3)$ |
| 27 | $(1,3)$ |
| 32 | $(1,2)$ |
| 36 | $(1,1)$ |

Table 3. Correspondence $L\left(E_{N}, 2\right)=F(b, c)$ for elliptic curves $E_{N}$ of conductor $N$

Note that case $N=11$ does not possess a known hypergeometric evaluation but is expressed through the Mahler measure,

$$
\frac{77}{4 \pi^{2}} F(1,11)=\mathrm{m}((1+x)(1+y)(1+x+y)+x y)
$$

a result originally conjectured by Boyd and recently shown by F. Brunault [36] using a $K$-theoretic argument.

Finally comes the list of hypergeometric evaluations for the corresponding lattice sums $F(b, c)=L\left(E_{N}, 2\right)$ :

$$
\begin{aligned}
& \frac{9}{2 \pi^{2}} F(1,1)=\frac{1}{9} \log 54-\frac{1}{81}{ }_{4} F_{3}\left(\begin{array}{c|c}
\frac{4}{3}, \frac{5}{3}, 1,1 & \frac{1}{2} \\
2,2,2 & 2
\end{array}\right), \\
& \frac{16}{\pi^{2}} F(1,2)=2 \log 2+\frac{1}{8}{ }_{4} F_{3}\left(\begin{array}{c|c}
\frac{3}{2}, \frac{3}{2}, 1,1 & -\frac{1}{2}, 2,2
\end{array}\right), \\
& \frac{8}{\pi^{2}} F(1,2)=\frac{1}{\sqrt{2}}{ }_{3} F_{2}\left(\begin{array}{c}
\frac{1}{2}, \frac{1}{2}, \frac{1}{2} \\
1, \frac{3}{2}
\end{array} \frac{1}{2}\right) \text {, } \\
& \frac{81}{4 \pi^{2}} F(1,3)=\log 6+\frac{1}{108}{ }_{4} F_{3}\left(\begin{array}{c|c}
\frac{4}{3}, \frac{5}{3}, 1,1 \\
2,2,2 & -\frac{1}{8}
\end{array}\right), \\
& \frac{25}{6 \pi^{2}} F(1,5)=\sqrt[3]{2} A \cdot{ }_{3} F_{2}\left(\left.\begin{array}{c}
\frac{1}{3}, \frac{1}{3}, \frac{1}{3} \\
\frac{2}{3}, \frac{4}{3}
\end{array} \right\rvert\, \frac{2}{27}\right)+\sqrt[3]{4} B \cdot{ }_{3} F_{2}\left(\begin{array}{c}
\frac{2}{3}, \frac{2}{3}, \frac{2}{3} \\
\frac{4}{3}, \frac{5}{3}
\end{array} \frac{2}{27}\right), \\
& \frac{40}{3 \pi^{2}} F(1,5)=\frac{5}{3} \log 2-\frac{1}{16}{ }_{4} F_{3}\left(\begin{array}{c|c}
\frac{4}{3}, \frac{5}{3}, 1,1 & \frac{27}{32} \\
2,2,2 & 3
\end{array}\right), \\
& \frac{6}{\pi^{2}} F(2,3)=\frac{1}{2}{ }_{3} F_{2}\left(\begin{array}{c}
\frac{1}{2}, \frac{1}{2}, \frac{1}{2} \\
1, \frac{3}{2}
\end{array} \frac{1}{4}\right) \text {, } \\
& \frac{24}{\pi^{2}} F(2,3)=3 \log 2-\frac{1}{32}{ }_{4} F_{3}\left(\begin{array}{c|c}
\frac{3}{2}, \frac{3}{2}, 1,1 & \frac{1}{4}, 2,2
\end{array}\right), \\
& \frac{15}{\pi^{2}} F(2,3)=\frac{1}{2} \log 18-\frac{1}{9}{ }_{4} F_{3}\left(\begin{array}{c|c}
\frac{3}{2}, \frac{3}{2}, 1,1 & \frac{8}{2} \\
2,2,2 & 9
\end{array}\right), \\
& \frac{9}{\pi^{2}} F(2,3)=\frac{1}{2} \log 2+{ }_{4} F_{3}\left(\begin{array}{c|c}
\frac{3}{2}, \frac{3}{2}, 1,1 & -8 \\
2,2,2 & -8
\end{array},\right.
\end{aligned}
$$

$$
\begin{aligned}
\frac{14}{\pi^{2}} F(2,7) & =A \cdot{ }_{3} F_{2}\left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}, \frac{4}{3} \left\lvert\,-\frac{1}{27}\right.\right)-B \cdot{ }_{3} F_{2}\left(\left.\begin{array}{c}
\frac{2}{3}, \frac{2}{3}, \frac{2}{3}, \frac{5}{3}
\end{array} \right\rvert\,-\frac{1}{27}\right) \\
\frac{49}{2 \pi^{2}} F(2,7) & =\log 5-\frac{2}{125}{ }_{4} F_{3}\left(\left.\begin{array}{c}
\frac{4}{3}, \frac{5}{3}, 1,1 \\
2,2,2
\end{array} \right\rvert\, \frac{27}{125}\right) \\
\frac{15}{4 \pi^{2}} F(3,5) & =\frac{1}{4}{ }_{3} F_{2}\left(\left.\begin{array}{c}
\frac{1}{2}, \frac{1}{2}, \frac{1}{2} \\
1, \frac{3}{2}
\end{array} \right\rvert\, \frac{1}{16}\right), \\
\frac{45}{2 \pi^{2}} F(3,5) & =\log 5-\frac{2}{25}{ }_{4} F_{3}\left(\left.\begin{array}{c}
\frac{3}{2}, \frac{3}{2}, 1,1 \\
2,2,2
\end{array} \right\rvert\, \frac{16}{25}\right) \\
\frac{165}{4 \pi^{2}} F(3,5) & =4 \log 2-\frac{1}{128}{ }_{4} F_{3}\left(\left.\begin{array}{c}
\frac{3}{2}, \frac{3}{2}, 1,1 \\
2,2,2
\end{array} \right\rvert\, \frac{1}{16}\right) \\
\frac{75}{4 \pi^{2}} F(3,5) & =\log 3+\frac{2}{9}{ }_{4} F_{3}\left(\left.\begin{array}{c|c}
\frac{3}{2}, \frac{3}{2}, 1,1 \\
2,2,2
\end{array} \right\rvert\,-\frac{16}{9}\right)
\end{aligned}
$$

All these Boyd's evaluations corresponding to the entries in Table 3 are now rigorously established but this is far from exhausting the conjectures in Boyd's complete list [34], [35]. The 'lacunary' sums $F(1,1), F(1,2)$ and $F(1,3)$ are settled by F. Rodríguez-Villegas in [120]; A. Mellit has given a $K$-theoretic proof of the formulae for $F(2,7)$ in [98]; the relations for $F(1,5), F(2,3)$ and $F(3,5)$ are proved in our joint papers [124], [125] with M. Rogers.

The methods of [124], [125] are quite elementary in nature. One writes

$$
F(a, b, c, d)=-\int_{0}^{1} \eta(a \tau) \eta(b \tau) \eta(c \tau) \eta(d \tau) \frac{\log q}{q} \mathrm{~d} q, \quad q=e^{2 \pi i \tau}
$$

as

$$
F(a, b, c, d)=\int_{0}^{1} x(q) \log y(q) \mathrm{d} z(q)
$$

where $x(q), y(q)$ and $z(q)$ are modular functions on a congruence subgroup of $\mathrm{SL}_{2}(\mathbb{Z})$ (and this step can be usually achieved in several ways), and next express $x$ and $y$ as algebraic functions of $z$, that is, $x(q)=X(z(q))$ and $y(q)=Y(z(q))$. The substitution reduces $F(a, b, c, d)$ to a complicated integral of elementary functions; for example,

$$
F(2,3)=-\frac{\pi}{48} \int_{0}^{1 / 2} \frac{\sqrt{(1-2 p)(2-p)} \log \frac{p^{3}(2-p)}{1-2 p}}{\left(1-p^{2}\right) \sqrt{p}} \mathrm{~d} p
$$

The final step is to reduce the elementary integral to Mahler measures. In order to accomplish this reduction we use properties of hypergeometric functions and elliptic functions. The machinery from [124], [125] allowed us to obtain different hypergeometric expressions for $F(1,1)$ and $F(1,3)$ as well as to deduce a new functional equation for the Mahler measure

$$
\mathrm{m}((1+x)(1+y)(x+y)-\alpha x y), \quad \alpha \in \mathbb{R}
$$

All this reflects highly non-trivial identities between hypergeometric functions which do not possess 'purely hypergeometric' proofs.

There are plenty of results and conjectures for $n$-variable Mahler measures with $n>2$, mostly motivated by $K$-theoretic considerations. Besides (101), Smyth established [33] that

$$
\mathrm{m}(1+x+y+z)=\frac{7 \zeta(3)}{2 \pi^{2}}
$$

and Rodriguez-Villegas further discovered numerically [56] that

$$
\begin{aligned}
\mathrm{m}(1+x+y+z+t) & \stackrel{?}{=}-\left(\frac{\sqrt{15}}{2 \pi}\right)^{5} \int_{0}^{1}\left(\eta^{3}(3 \tau) \eta^{3}(5 \tau)+\eta^{3}(\tau) \eta^{3}(15 \tau)\right) \frac{\log ^{3} q}{q} \mathrm{~d} q, \\
\mathrm{~m}(1+x+y+z+t+w) & \stackrel{?}{=}\left(\frac{3}{\pi^{2}}\right)^{3} \int_{0}^{1} \eta^{2}(\tau) \eta^{2}(2 \tau) \eta^{2}(3 \tau) \eta^{2}(6 \tau) \frac{\log ^{4} q}{q} \mathrm{~d} q .
\end{aligned}
$$

These evaluations are addressed in [122] and also in [31] in relation with short random walks on the plane.
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