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#### Abstract

Description, recognition and analysis biological images plays an important role for human to describe and understand the related biological information. The color images are separated by color reduction. A new and efficient linearization algorithm is introduced based on some criteria of difference chain code. A series of critical points is got based on the linearized lines. The series of curvature angle, linearity, maximum linearity, convexity, concavity and bend angle of linearized lines are calculated from the starting line to the end line along all smoothed contours. The useful method can be used for shape description and recognition. The analysis, decision, classification of the biological images are based on the description of morphological structures, color information and prior knowledge, which are associated each other. The efficiency of the algorithms is described based on two applications. One application is the description, recognition and analysis of color flower images. Another one is related to the dynamic description, recognition and analysis of cellcycle images.
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## INTRODUCTION

Description, recognition and analysis biological images plays an important role for human to describe and understand the related biological information. In order to better understand the complex processes of cell nucleus division under new drug treatment [1][5], the cell images need to be described, recognized and analyzed. Another problem for identifying the size and shape of the cell nuclei is that they are touching each other. In this case, it is necessary that the images of touching cell nuclei are detected, separated and reconstructed automatically in order to determine the size and shape of the cell nuclei in the frame $[6,7,8]$. Also it is difficult for most recognition methods to deal with them, including both structural and statistical approaches [9], [10], [11], [12], [13], [14]. In structural recognition method [9], it is difficult to describe the structure patterns of touching cells. If optimized nearest neighbor classifier (ONNC) [11] is used, a lot of patterns of touching cell can influence training result, and it is not possible to find the shape of each cell which is touched with other cells.
The description of some objects can be described by one color in color biological images. In this case, color is one important description feature, and the algorithm, color reduction [15], is introduced to separate color biological images.
The efficiency of the algorithms is described based on two applications. One application is the description, recognition and analysis of color flower images. Another one is related


FIGURE 1. The processing diagram of description, recognition and analysis of biological images.


FIGURE 2. Four sample color flower images.
to the dynamic description, recognition and analysis of cell-cycle images. In Section 2, color separation of color images is introduced, smooth following and linearization are described based on difference chain codes. Secondly, morphological structural points are found in terms of smooth followed contours and linearized lines, and then the patterns morphological structural points and their properties are given. In Section 3, dynamic description, recognition and analysis of cell-cycle are described based on the description of shape structures, prior information, which are associated each other. Finally, a conclusion is given. The diagram of processing system is shown in Fig. 1.

## COLOR IMAGE SEPARATION, EXTRACTION OF DESCRIPTION FEATURES AND SHAPE RECOGNITION

In order to describe, recognize and analyze biological images, we have to use all possible features. For example, if the set is "flower image", the following procedures should be done: (a) all flower images are collected; (b) shape of flower is recognized; (c) determine which flower shape belongs based shape database. Also, it is possible that the same shape is different object in different background which is described by text contents and color. For example, the sample images in Fig. 2 could be recognized as Indo-Pacific star (starfish) in marine environment or a star in a painting etc.


FIGURE 3. The color reduction and lay images of the image in Fig. 2(3)


FIGURE 4. The color reduction and lay images of the image in Fig. 2(4).

## Color image separation based on color reduction

In most of cases, it is possible that the object images can be represented and understand with a limited number of colors [15]. Especially, in many cases, the object images can be constructed by one color. For example, we can say the blue sky, white cloud, yellow lily flower, silver plan, red or gold sun and so on. However, the true type color images consist of more than 16 million different colors in a 24 bit full RGB color space. In oder to separate the object image which consists of one color, it is necessary to reduce the number of colors. One method of color reduction [15] is used, which is multi-thresholding ( adaptive color reduction) with SOFM neural network. Based on the above algorithm, the optimal number of thresholds of color reduction, $c_{n}$, is estimated. Let the color reduction set is $C_{R}$ ), then

$$
\begin{equation*}
C_{R}=\left\{c_{r}([r 0, g 0, b 0]), \ldots c_{r}\left(r\left[c_{n}-1\right], g\left[c_{n}-1\right], b\left[c_{n}-1\right]\right)\right\} \tag{1}
\end{equation*}
$$

where $c_{r}([r i, g i, b i])$ is $i$-th color. For example, the number of colors of images in Figs. 2(3-4) and 2(1) is reduced, and the processed results are shown in (1), 4(1) and 5(1) respectively. Furthermore, each lay image can be got based on reduction colors. Let $I_{c r}[i]$ is the lay image which is found based on the $c_{r}[i]$-th color, where the background color is supposed as white color in general cases. If the object image consists of white color


FIGURE 5. The color reduction and lay images of the image in Fig. 2(1).
based on prior information (text, color etc.), the background color is black color. Based on the above algorithm, the set of the lay images $\left(I_{r c}\right)$ is

$$
I_{r c}= \begin{cases}I_{r c}[0] & I_{x y}[r, g, b]=c_{r}[r 0, g 0, b 0]  \tag{2}\\
\cdot & \\
\cdot & \\
\cdot & \\
I_{r c}[i] & I_{x y}[r, g, b]=c_{r}[r i, g i, b i] \\
\cdot & \\
\cdot & \\
I_{r c}\left[c_{n}-1\right] & \begin{array}{l}
I_{x y}\left[r\left[c_{n}-1\right], g\left[c_{n}-1\right], b\left[c_{n}-1\right]\right] \\
\\
\\
=c_{r}\left[r\left[c_{n}-1\right], g\left[c_{n}-1\right], b\left[c_{n}-1\right]\right]
\end{array}\end{cases}
$$

For the images in Figs. 3(1), 4(1) and 5(1), their lay images are shown in Figs. 3(2$4), 4(2-5)$ and $5(2-5)$ respectively based on the above algorithm.

## The linearization and description features

All lay images can be transformed into binary images based on two colors of object and background. For example, if a yellow flower need to be retrieved or classified, the binary image is found from the yellow lay image in Fig. 3(3). Its binary image is shown in Fig. 6(1). line segment, curvature angle and bend angle between neighboring lines, and their convexity and concavity are useful to describe the shape of binary images [16]. Let the starting point of an binary image be the upper-left corner. The chain code set of contour $k$ is represented as:

$$
\begin{equation*}
C_{k}=\left\{c_{0}, c_{1} \ldots c_{i}, \ldots c_{n-1}, c_{n}\right\} \tag{3}
\end{equation*}
$$

where $i$ is the index of the contour pixels. The difference code is defined as:

$$
\begin{equation*}
d_{i}=c_{i+1}-c_{i} \tag{4}
\end{equation*}
$$

In the smoothed contour, $\left|d_{i}\right|$ equals 0 or 1 [17] [18].

## The linearizing lines based on difference codes

The smoothed contour can be converted to a set of lines, which consist of ordered pixels. Suppose that chain code set of line $l n$ of contour $k$ is

$$
\begin{equation*}
c_{k}^{l n}=\left\{c_{k}^{l n}[0], c_{k}^{l n}[1] \ldots c_{k}^{l n}[i], \ldots c_{k}^{l n}\left[n_{k}^{l n}-1\right]\right\} \tag{5}
\end{equation*}
$$

where $n_{k}^{l n}$ is the total number of pixels in the line $l n$. A linearized line has following property:
if

$$
\begin{equation*}
d_{i j}=c_{k}^{l n}[i]-c_{k}^{l n}[j] \quad\left(i=0, \ldots\left[n_{k}^{l n}-1\right]\right),\left(j=0, . .\left[n_{k}^{l n}-1\right]\right), \tag{6}
\end{equation*}
$$



FIGURE 6. Binary image, contour and smooth following, linearization, and structural points of the image in Fig. 3(3).
then

$$
\begin{equation*}
\left|d_{i j}\right| \leq 1(\bmod 8) \quad\left(i=0, \ldots\left[n_{k}^{l n}-1\right]\right),\left(j=0, \ldots\left[n_{k}^{\ln }-1\right]\right) \tag{7}
\end{equation*}
$$

Therefore, a linearized line contains only two element codes, representing with cdir1 and $c d i r 2$. Also, its sets of chain code $\left(c_{k}^{l n}\right), x$ and $y$ coordinates $\left(x_{k}^{l n}\right.$ and $\left.y_{k}^{l n}\right)$ ), can be found.
The following, smoothing and linearization results of two examples (Figs. 6(1) and 6(1)) are shown in Figs. 6(2-4) respectively, and the starting point of each line is represented by character "Y".

## The set of curvature and bend angles of linearized lines

## 1. The curvature angle of a linearized line

Let $l_{s e}$ is straight line between the starting and end points of each linearized line. The curvature angle is defined as the direction angle between the $x$ coordinate axis and $l_{s e}$, and the angle is formed with starting from the direction of the $x$ coordinate


FIGURE 7. Finding the curvature angle of linearized lines.
axis to the direction of linearized line, which is determined by the line's element codes, in anti-clock. It can be found based on Fig. 7. Suppose Lcurve is the curvature angle, then it is found as follows: (corresponding four quadrants):
(1) $c \operatorname{dir} 1$ and $c \operatorname{dir} 2$ being chain code $\mathbf{0 , 1}$ or 2 (the first quadrant)
let $\angle s e$ be the tangent angle of linearized line $l n$, then

$$
\begin{equation*}
\angle s e=\operatorname{tag}^{-1}\left(\frac{\Delta y}{\Delta x}\right) \tag{8}
\end{equation*}
$$

where $\Delta x$ and $\Delta y$ are the absolute values of differences of $x$ and $y$ coordinate between starting and end points of line, which are shown in Fig. 7.
Let $L$ curve be curvature angle of a line, then

$$
\begin{equation*}
\angle \text { curve }=\left(180^{\circ} / \pi\right) \angle s e \tag{9}
\end{equation*}
$$

based on Fig. 7 and Equation 8.
(2) cdir 1 and $c \operatorname{dir} 2$ being chain code 4,5 or 6 (the third quadrant) In this case,

$$
\begin{equation*}
\angle \text { curve }=180^{\circ}+\left(180^{\circ} / \pi\right) \angle s e \tag{10}
\end{equation*}
$$

based on Fig. 7 and Equation (8).
(3) cdir 1 and $c d i r 2$ being chain code 2,3 or 4 (the second quadrant) In this case, $\angle s e$ is

$$
\begin{equation*}
\angle s e=\operatorname{tag}^{-1}\left(\frac{\Delta x}{\Delta y}\right) \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\angle \text { curve }=90^{\circ}+\left(180^{\circ} / \pi\right) \angle s e \tag{12}
\end{equation*}
$$

based on Fig. 7 and Equation 11
(4) $c d i r 1$ and $c d i r 2$ being chain code 6,7 or 0 (the fourth quadrant)

(2)

FIGURE 8. Finding the bend angle between two neighboring linearized lines.

| ln | Curvature <br> angle | Bend angle <br> (convex or concave) |  |
| :--- | :---: | :---: | :--- |
| 0 | $206^{\circ}$ | $104^{\circ}$ | convex |
| 1 | $282^{\circ}$ | $97^{\circ}$ | concave |
| 2 | $199^{\circ}$ | $109^{\circ}$ | convex |
| 3 | $270^{\circ}$ | $111^{\circ}$ | convex |
| 4 | $338^{\circ}$ | $111^{\circ}$ | concave |
| 5 | $270^{\circ}$ | $75^{\circ}$ | convex |
| 6 | $15^{\circ}$ | $131^{\circ}$ | concave |
| 7 | $326^{\circ}$ | $65^{\circ}$ | convex |
| 8 | $80^{\circ}$ | $141^{\circ}$ | convex |
| 9 | $120^{\circ}$ | $83^{\circ}$ | concave |

(1)

| In | Curvature <br> angle | Bend angle <br> (convex or concave) |  |
| :--- | :---: | :---: | :---: |
| 10 | $23^{\circ}$ | $86^{\circ}$ | convex |
| 11 | $116^{\circ}$ | $121^{\circ}$ | convex |
| 12 | $174^{\circ}$ | $100^{\circ}$ | concave |
| 13 | $96^{\circ}$ | $114^{\circ}$ | convex |
| 14 | $161^{\circ}$ | $121^{\circ}$ | convex |
| 15 | $219^{\circ}$ | $87^{\circ}$ | concave |
| 16 | $127^{\circ}$ | $145^{\circ}$ | convex |
| 17 | $161^{\circ}$ | $135^{\circ}$ | convex |
|  |  |  |  |
|  |  |  |  |

(2)

## Table 1: Series of morphological feature vectors of lily flower in Fig. 6.

In this case,

$$
\begin{equation*}
\angle \text { curve }=270^{\circ}+\left(180^{\circ} / \pi\right) \angle s e \tag{13}
\end{equation*}
$$

based on Fig. 7 and Equation 11.

## 2. Bend angle and its property

The bend angle is defined as the angle between the lines $j$ and $(j+1)$.
(a) The bend angle of linearized lines

Let $\angle$ curve $[j]$ and $\angle$ curve $[j+1]$ be the curvature angle of linearized lines $j$ and $[j+1]$ respectively, and $\Delta[j, j+1]$ be their curvature angle difference, then

$$
\begin{equation*}
\Delta[j, j+1]=\operatorname{Lcurve}[j]-\angle \text { curve }[j+1], \tag{14}
\end{equation*}
$$



FIGURE 9. Detecting patterns of bend angle convexity or concavity.
where $\angle$ curve $[j]$ is $\alpha, \operatorname{Lcurve}[j+1]$ is $\beta$, and $\Delta[j, j+1]$ is $|\alpha-\beta|$ in Fig. 9 respectively. Let Langle $[j]$ be the bend angle, then:

$$
\begin{equation*}
\operatorname{Langle}[j]=180^{\circ}-|\Delta[j, j+1]| \tag{15}
\end{equation*}
$$

based on Fig. 8.

## (b) The property of bend angle

The bend angle property, convex or concave, can be determined based on the structure patterns of the element codes between two neighboring lines. Let $l_{c d i r 1}[j]$ and $l_{\text {cdir2 }}[j]$ be the first and second element codes of the line $j$, and $l_{\text {cdir } 1}[j+1]$ and $l_{\text {cdir } 2}[j+1]$ be the first and second element codes of the line $(j+1)$ respectively, then there are thirty two detection patterns of the bend angle property (convex or concave). The detection patterns (1-4) and (7-10) are shown in Fig. 8.
One detection rules can be described as following:
If $l_{\text {cdir } 1}[j]$ is chain code 0 and $l_{\text {cdir } 2}[j]$ is chain code 1 (see Figs. $9(1)$ and $9(7)$ ), or $l_{c d i r 1}[j]$ is chain code 1 and $l_{\text {cdir2 }}[j]$ is chain code 0 (see Figs. $9(2)$ and $9(8)$ ), then

- If $l_{\text {cdir } 1}[j+1]$ is chain code 2 or $l_{\text {cdir } 2}[j+1]$ is chain code 2 , then $\angle$ angle $[j]$ is convex (see Figs. 9(1-2)).
- If $l_{\text {cdir } 1}[j+1]$ is chain code 7 or $l_{\text {cdir2 }}[j+1]$ is chain code 7 , then $\operatorname{Langle}[j]$ is concave (see Figs. 9(7-8)).
Similarly, other detection rules can be described based on other patterns.
Based on the above algorithms, the series set of the curvature angle, the series of bend angle (including their convexity or concavity) of two sample images, which are shown in Fig. 6(4), can be found from starting line to end line. For example, the vector of a series of curvature and bend angles of the outer contour in Fig. 6(4) is:

$$
\begin{aligned}
& 206^{\circ} \_104^{\circ}(\text { covex }) \rightarrow 282^{\circ}-97^{\circ}(\text { concave }) \rightarrow 199^{\circ}(\text { covex }) \_109^{\circ} \rightarrow 270^{\circ} \_111^{\circ}(\text { covex }) \rightarrow \\
& 338^{\circ}-111^{\circ}(\text { concave }) \rightarrow 270^{\circ} \_75^{\circ}(\text { covex }) \rightarrow 15^{\circ}{ }^{\circ} 131^{\circ}(\text { concave }) \rightarrow 326^{\circ} \_65^{\circ}(\text { covex }) \rightarrow \\
& 80^{\circ} \_141^{\circ}(\text { covex }) \rightarrow 120^{\circ} \_83^{\circ}(\text { concave }) \rightarrow 23^{\circ} \_86^{\circ}(\text { covex }) \rightarrow 116^{\circ} \_121^{\circ}(\text { covex }) \rightarrow \\
& 174^{\circ} \_100^{\circ}(\text { concave }) \rightarrow 96^{\circ} \_114^{\circ}(\text { covex }) \rightarrow 161 \circ^{\circ} 121^{\circ}(\text { covex }) \rightarrow 219^{\circ} \_87^{\circ}(\text { concave }) \rightarrow \\
& 127^{\circ} \_145^{\circ}(\text { covex }) \rightarrow 161^{\circ} \_135^{\circ}(\text { covex })(\text { see Table } 1) \text {. These series sets of description } \\
& \text { features can be used to describe and recognize the shape of contours. Shape of the outer } \\
& \text { contour in Fig. } 6(4) \text { is hexangular because there are six groups of convex and concave } \\
& \text { changes. Therefore, if the color yellow is detected and it is a flower, the object image is } \\
& \text { yellow lily flower as there are six petals for most of lily flower. Also, it could possibly } \\
& \text { be recognized as Indo-Pacific star (starfish) in marine environment. }
\end{aligned}
$$

## Structural points of smoothed contours

The structural points are some special points which can be used to represent convex or concave change in the direction of chain codes between two neighboring lines along the contour. Their definition and detection are based on the structure patterns of element codes of two lines. Assume that line $[\ln ]$ is the current line and that line $[\ln -1]$ is the previous line.
Definition 1: The convex point in the direction of code 4 (represented with the character " $\wedge$ ")
If the element codes 3,4 and 5 occur successively as a group of neighborhood linearized lines, then one convex point can be found as follows:
if the first element code $c d i r 1$ of line $[\ln ]$ is code 4 , the second element code $c d i r 2$ is code 5 and the direction chain code of the last pixel of line $[\ln -1]$ is code 3 , then the first pixel of the current line line $[\ln ]$ is a convex point.
Definition 2: The concave point in the direction of code 4 (represented with the character "m")
If the element codes 5, 4 and 3 occur successively as a group of neighborhood linearized lines, then one concave point can be found as follows:
if the first element code $c d i r 1$ of line $[\ln ]$ is code 4 , the second element code $c d i r 2$ is code 3 and the direction chain code of the last pixel of line $[\ln -1]$ is code 5 , then the first pixel of the current line, line $[\ln ]$, is a concave point.
Similar to Definitions 1-2, other structural feature points can be defined and found. These points are convex points "v", "[',")", "F", "o", "T", "s", and concave points "\$","]", "(", " $\mathrm{f} ", " \mathrm{O} ", " \mathrm{t} "$ and " $\mathrm{S} "$ which are shown in Figs. 10 respectively. These structural points describe the convex or concave change in different chain code directions along the contour, and they can therefore be used to represent the morphological structure of contour regions.


FIGURE 10. The pattern models of structural points.

## Shape recognition based on structural points, curvature and bend angles

The sets of structural point, curvature and bend angles of contours can be found based on the above algorithms. They can be used to recognize the shape of contours. Based on the above method, all structural points of the contours in Fig. 6(4) can be found, and they are shown in Fig. 6(5).
For morphological structure of the outer contour of Fig. 6(5) there is a series of structural points:
" $\wedge$ " $\rightarrow$ " F " $\rightarrow$ " $["$ (convex change) $\rightarrow$ " $]$ " $\rightarrow$ " $\mathrm{f} "$ (concave change) $\rightarrow$ " F " $\rightarrow$ " $[$ " $\rightarrow$ "s" (convex change) $\rightarrow$ " S " (concave change) $\rightarrow$ " $\mathrm{s} " \rightarrow$ " v " (convex change) $\rightarrow$ " " (concave change) $\rightarrow$ " v " $\rightarrow$ " o " $\rightarrow$ ")" (convex change) $\rightarrow$ "(" $\rightarrow$ "O" (concave change) $\rightarrow$ "o" $\rightarrow$ $") "$ " T " (convex change) $\rightarrow$ " $\mathrm{t} " \rightarrow$ " $("$ " (concave change) $\rightarrow ")$ " $\rightarrow$ " T " $\rightarrow$ " $\wedge$ " (convex change) $\rightarrow$ " $m$ " (concave change) $\rightarrow " \wedge "$ (convex change).
It is clear, both outer contours are six angles because of six pairs of convex and concave


FIGURE 11. Binary image, contour and smooth following, linearization, and structural points of the image in Fig. 4(4).
change. For most sorts of lily flower there are six petals which are constructed by sixangles.
The binary image, contour and smooth following, linearization, and structural points of the image in Fig. 4(4) are shown in Fig. 11. For morphological structure of the outer contour of Fig. 11(5) there is a series of structural points:
" $\wedge$ " $\rightarrow$ "F" $\rightarrow$ " $[$ " (convex change) $\rightarrow$ " $] " \rightarrow$ " $\mathrm{f} " \rightarrow$ " $\mathrm{m} "$ (concave change) $\rightarrow$ " $\wedge " \rightarrow$ $" F " \rightarrow$ " $[" \rightarrow$ " $s "$ (convex change) $\rightarrow$ "S" $\rightarrow$ " $] " \rightarrow$ " f " (concave change) $\rightarrow$ " F " $\rightarrow$ " $[$ " $\rightarrow$ " s " $\rightarrow$ " v " (conve change) $\rightarrow$ " $\$$ " $\rightarrow$ " $\mathrm{S} " \rightarrow$ " $]$ " (concave change) $\rightarrow$ " $[$ " $\rightarrow$ " s " $\rightarrow$ "v" $\rightarrow$ " o " (convex change) $\rightarrow$ " $\mathrm{O} " \rightarrow$ " $\$$ " $\rightarrow$ " $\mathrm{S} "$ (concave change) $\rightarrow$ " $\mathrm{s} " \rightarrow$ " $\mathrm{v} " \rightarrow$ " $\mathrm{o} " \rightarrow$ $") "($ convex change $) \rightarrow "(" \rightarrow$ "O" $\rightarrow$ " $\$ "($ concave change $) \rightarrow " \mathrm{v} " \rightarrow$ "o" $\rightarrow$ ")" $\rightarrow$ " T " (convex change) $\rightarrow$ " $\mathrm{t} " \rightarrow$ " $(" \rightarrow$ " $\mathrm{O} "$ (concave change) $\rightarrow " \mathrm{o} " \rightarrow$ " $) " \rightarrow$ "T" $\rightarrow$ " $\wedge$ ' (convex change) $\rightarrow$ " m " $\rightarrow$ " $\mathrm{t} " \rightarrow$ ")" (concave change) $\rightarrow$ ")" $\rightarrow$ " T " $\rightarrow$ " $\wedge$ " $\rightarrow$ " F " (convex change) $\rightarrow " \mathrm{f} " \rightarrow " \mathrm{~m} " \rightarrow " \mathrm{t} "($ concave change $) \rightarrow " \mathrm{~T} " \rightarrow " \wedge "($ convex change $)$.
For the image in Fig. 4(4), there are eight petals which are constructed by eight-

FIGURE 12. One example of cell-cycle.
square based on the above structural pattern. Each convex change consists of a group of structural points which can be used to describe convex change in the direction of a chain code. For example, the first group of structural points in Fig. 6(5) is structural points " $\wedge$ ", $\rightarrow$ "F" and $\rightarrow$ " $[$ " which are all convex points to describe the shape of the convex contour. In some cases, the shape recognition of other lay images which are in the outer contour is needed. Their colors and shape can describe the property of object image. The series set of linearized lines, curvature and bend angles give the detail of contour description. Based on the above similar description, different object image structure patterns can be constructed. Based on these structural patterns, the shape of object images can be recognized. Therefore, if retrieved object image is lily flower, the images in Figs. 2(1-3) are selected. If red lily flower is searched, the images in Figs. 2(12) are got. Also, the image in Fig. 2(3) is yellow lily flower. The image in Figs. 2(4) is not lily flower based on the constructed structure patterns of the object images of flowers.

## DYNAMIC DESCRIPTION, RECOGNITION AND ANALYSIS OF CELL-CYCLE

An essential task for cell-cycle screening is to measure cell cycle progression (inter phase, prophase, metaphase, and telophase) which can be identified by measuring nuclear changes. One example, the nuclear migration during cell division (eight series of times), is shown in Fig. 12, which are the section of big original microscope images.

## The morphological structure of different cell phases

In order to find the morphological structure of different cell phases, we can use the methods which described in Sections 2, 3 and 4 to process and analyze these original microscope cell images. Many methods and algorithms are developed for the description of contours in the past [19] [20] [21] [22]. However, these descriptions cannot form series of sets, or the inner contour of a binary image can not be processed based on these algorithms [21], which make the analysis and understanding of contour shape difficult.

## Binarization

The Otsu's thresholding method [23] is used to separate binary cell images in cell-cycle screening and is shown in Fig. 13.

## Smooth following and linearization

The contours in Fig. 12(1-8) are followed smoothly and linearized. They are shown in Fig. 14 where the spurious points in contours are removed and character " Y " is the first point of each linearized line.

FIGURE 13. Binarization of cell images in one cell-cycle (Fig. 12).


FIGURE 14. Smooth following and linearization of contours of the bottom-left cell in the cell-cycle (Fig. 12).

## The series of structural points of cell images

The series of structural points of cell images (see Fig. 14) can be found and shown in Fig. 15 based on the above algorithm (see Section 4). For the outer contour in Fig. 15(1),


FIGURE 15. Cell morphological structures of different phases (the bottom-left cell in the cell-screen (Fig. 12).
the series of structural points is:
(1)

(2)


(4)

FIGURE 16. Binarization images of three touching cell images and one telophase cell image.


FIGURE 17. The results of smooth following and linearization for the images in Figs. 16(1-4).
$" ~ \wedge " \rightarrow " \mathrm{~F} " \rightarrow$ " $[$ " $\rightarrow$ " $\mathrm{s} " \rightarrow$ " $\mathrm{v} " \rightarrow$ " $\mathrm{o} " \rightarrow$ ")" $\rightarrow$ " T ". It is clear that the contour shape is convex polygon, where it can be approximately defined as a ellipse.
For the outer contour in Fig. 15, the series of structural points is:
 $" \mathrm{v} " \rightarrow " \mathrm{o} " \rightarrow ") "($ convex $\rightarrow "("($ concave $) \rightarrow ")>" \mathrm{~T} "$ (convex).
It is clear, that the above contour shape consist of of two pairs of convex and concave change.

## Separation and reconstruction of touching cells

There are some images of touching cell in a frame of microscope image. We can see that there are some groups of touching cell images (see Fig. 12. There are nine groups of touching cell images in Fig. 12(1). Therefore, these groups of touching cell images make analyze and recognize the cell images of cell-cycle screening automatically very difficult. In order to result the problem, we need to determine which image is a group of touching cell images, and then find all separation points of the group of touching cell images. Finally, each touched cell image need to be reconstructed.

## Morphology structures of touching cell images

Based on the prior knowledge, the cell shape of cell-cycle screening images can approximate as an ellipse before it is divided. Therefore, if two or more cells are touched, there are is one concave structural point at least on its outer contour. Also, its size is larger than that of one cell image as touching cell image consists of two or more cells. Some binarization images of touching cell images are shown in Figs. 16(1-3). Their smooth following and linearization results can be shown in Figs. 17(1-4) based on algorithms of smooth following, and linearization which are described in Sections 2 and 3. Furthermore, the structural points of the images in Figs. 17(1-4) can be extracted based on algorithm of extracting structural points (Section 4). We can see that there are some concave structural points on the contours of the images in Figs. 18(1-4). Based on the definition of structural points, one concave point means a concave change in the direc-


FIGURE 18. The extracting structural points of the images in Figs. 18(1-4).
tion of one chain code on the contour. Let a series of concave structural points on the outer contour of touching cell images is

$$
\begin{equation*}
S_{c c}=\left\{s_{c c}(0), s_{c c}(1) \ldots s_{c c}(i), \ldots s_{c c}(n-1), s_{c c}(n)\right\} \tag{16}
\end{equation*}
$$

where $s_{c c}(i)$ is the structural point number of the $i$-th concave structural point on the contour, and there are $n$ concave structural points on the contour. It is clear that $s_{c c}(i)<s_{c c}(i+1)$. In fact, one concave change on the contour may consists of several closest concave structural points. For example, if there exists $s_{c c}(i+1)-s_{c c}(i)=1$ and $s_{c c}(i+2)-s_{c c}(i+1)=1$, then that means one concave change consists of three concave structural points, $s_{c c}(i), s_{c c}(i+1)$ and $s_{c c}(i+2)$. In this case, these three concave structural points should be merged into one group of concave structural points. After the above merging processing for $S_{c c}$, a series of groups of concave structural points ( $S_{c g}$ ),

$$
\begin{equation*}
S_{c g}=\left\{s_{c g}(0), s_{c g}(1) \ldots s_{c g}(i), \ldots s_{c g}(k-1), s_{c g}(k)\right\} \tag{17}
\end{equation*}
$$

can be found, where $k$ is the number of groups and $k \leq n$. For example, nine concave structural points in Fig. 18(2) are merged into three groups of concave structural points. The morphological patterns of touching cell images can be determined based on the number of groups of concave structural points.
If $k=1$ or $k=2$, two cells are touched.
If $k=3$, three cells are touched.

If $k=4$, four cells are touched.

## Separation points of touching cell images

The method of searching separation points can be described as follows.
Case $1(k=1)$ :
If $k=1$ ), there is one group of concave points, $s_{c g}(0)$. Suppose $s_{c g}(0)$ contains $p$ concave points, $s_{c g 0}(0), \ldots s_{c g 0}(p-1) p<4$. For each concave point, find its match convex structural points which are defined as its corresponding convex structural points in the approximate reverse direction of chain code. For example, if $s_{c g 0}(0)$ is concave structural point " $\wedge$ ", then its match convex structural points are "s", "v" and "o". Let the number of the corresponding match convex structural points for all $s_{c g 0}(0), \ldots s_{c g 0}(p)$ be $q$, and they are represented as $s_{c v}(0), \ldots s_{c v}(q-1)$. We can determine separation points which make minimum distance between one pair of one concave structural points in $\left\{s_{c g 0}(0), \ldots s_{c g 0}(p)\right\}$ and one convex structural point in $\left\{s_{c v}(0), \ldots s_{c v}(q-1)\right\}$. That is

$$
\begin{equation*}
\left\{s_{c g 0}(m), s_{c c}(n)\right\}=\operatorname{mini}\left\{\left|s_{c g 0}(i), s_{c c}(j)\right| i<p, j<q\right\} \tag{18}
\end{equation*}
$$

where $s_{c g 0}(m)$ and $s_{c c}(n)$ are selected separation points.
Case $2(k=2)$ :
If $k=2$ ), there are two groups of concave points, $s_{c g}(0)$ and $s_{c g}(1)$. Suppose the number of concave structural points in $s_{c g}(0)$ is $p_{0}$, and in $s_{c g}(1)$ is $p_{1}$ respectively. In this case, we can determine separation points which make minimum distance between one pair of one concave structural point in $\left\{s_{c g 0}(0), \ldots s_{c g 0}\left(p_{0}\right)\right\}$ and one in $\left\{s_{c g 1}(0), \ldots s_{c g 1}\left(p_{1}\right)\right\}$. That is

$$
\begin{equation*}
\left\{s_{c g 0}(m), s_{c g 1}(n)\right\}=\operatorname{mini}\left\{\left|s_{c g 0}(i), s_{c g 1}(j)\right| i<p_{0}, j<p_{1}\right\} \tag{19}
\end{equation*}
$$

where $s_{c g 0}(m)$ and $s_{c g 1}(n)$ are selected separation points.
Case $3(k>2)$ :
If $k>2$ ), there are more than two groups of concave points, $s_{c g}(0) \ldots s_{c g}(l) l>2$. In this case, we can determine each pair of separation points which make minimum distance between each pair of one concave structural point in $\left\{s_{c g x}(0), \ldots s_{c g x}\left(p_{x}\right)\right\}$ and one in $\left\{s_{c g y}(0), \ldots s_{c g 1}\left(p_{y}\right)\right\}$, where $\left\{s_{c g x}(0), \ldots s_{c g x}\left(p_{x}\right)\right\}$ and $\left\{s_{c g y}(0), \ldots s_{c g 1}\left(p_{y}\right)\right\}$ are neighboring groups of concave structural points. That is

$$
\begin{equation*}
\left\{s_{c g x}(m), s_{c g y}(n)\right\}=\operatorname{mini}\left\{\left|s_{c g x}(i), s_{c g y}(j)\right| i<p_{x}, j<p_{y}\right\}, \tag{20}
\end{equation*}
$$

where $s_{c g x}(m)$ and $s_{c g y}(n)$ are selected separation points. For example, if $\left.k=3\right)$, there are three pairs of groups of concave structural points, $s_{c g}(0)$ and $s_{c g}(1), s_{c g}(1)$ and $s_{c g}(2)$, and $s_{c g}(2)$ and $s_{c g}(0)$ respectively.
Based on the above algorithm, we can find all separation points of images in Figs. 18(14). We can find related separation lines (see Figs. 18(1-4)) and the coordinate data of related arcs which are shown in Figs. 19(2,3), 20(2,3) and 21(2,3,4) based on these separation points and series of points of the contour. These contours of touching cell images are shown in Figs. 19(1), 20(1) and 21(1).

## Reconstruction of touching cell images

We have found the coordinate data of all related arcs which are separated based on the above algorithm. As all cell shapes are approximately as an ellipse, touching cell images can be reconstructed based on these separated arcs. The reconstruction method is direct least square fitting of ellipses [24]. The the reconstructed cell images are shown



FIGURE 19. The contour, separated arcs and reconstructed ellipses of sample touching cell image 1 in Fig. 16(1).
(1)

(2)

(4)
(5)

FIGURE 20. The contour, separated arcs and reconstructed ellipses of sample touching cell image 2 in Fig. 16(2).
in Figs. $19(4,5), 20(4,5)$ and $21(5,6,7)$ based on the coordinate data of separated arcs respectively.

## Dynamic analysis and recognition of different cell phases

In order to detect the morphological structures of cells, it is necessary to recognize the cell shape of different cell phases. We can see that there mainly two classes of cell shapes, ellipse and barbell, for our cell screening. The ellipse shapes can be three types, skew, horizontal and vertical based on relation between their major and minor axes. It is clear that here "skew", "horizontal" and "vertical" are fuzzy. Some recognition models of cell shapes can be described as following based on their morphological structures:
If a cell shape is a ellipse, there are no concave structural points on the outer contour of the cell contour. Furthermore, four models of ellipse can be described as following. Calculate number of group of codes, (codes $0,4,5$ and 1 ), (codes 5, 1, 2 and 6), (codes $6,2,7$ and 3 ), (codes 7, 3, 0 and 4), on the outer contour of the cell image contour respectively.
Morphological model 1: Ellipse shapes $e_{(5,1,2,6)}$ and $e_{(6,2,1,5)}$.
For these shapes, the number of group of codes, (codes 5, 1, 2 and 6 ), is largest.
Let $c_{5,6,1,2}$ be the total number of codes $5,6,1$ and $2, c_{t}$ be the total number of all codes, $c_{5,1}$ be the total number of codes 5 and 1 , and $c_{6,2}$ be the total number of codes 6 and 2 , on the outer contour of the cell image respectively. If (1) the above Condition is met;


FIGURE 21. The contour and separated arcs of sample touching cell image 3 in Fig. 16(3).


FIGURE 22. The reconstructed ellipses of sample touching cell image 3 in Fig. 16(3).
(2) its outer contour mainly consists of chain codes $5,6,1$ and $2\left(c_{5,6,1,2} \geq \frac{1}{2} c_{t}\right)$; (3) the number of chain codes 5 and 1 is more than that of chain codes 6 and $2\left(c_{5,1} \geq c_{6,2}\right)$, then the cell image shape is recognized as the shape $e_{(5,1,2,6)}$, otherwise $\left(c_{5,1}<c_{6,2}\right)$ the cell image is recognized as the shape $e_{(6,2,1,5)}$.
In this model, the cell image shape, $e_{(5,1,2,6)}$, is a skew ellipse in the direction of code 5 or 1 , and the cell image shape, $e_{(6,2,1,5)}$, is a vertical ellipse mainly.
Morphological model 2: Ellipse shapes $e_{(7,3,0,4)}$ and $e_{(0,4,3,7)}$.
For these shapes, the number of group of codes, (codes $7,3,0$ and 4$)$, is largest.
Let $c_{7,0,3,4}$ be the total number of codes $7,0,3$ and $4, c_{t}$ be the total number of all codes, $c_{0,4}$ be the total number of codes 0 and 4 , and $c_{7,3}$ be the total number of codes 7 and 3 , on the outer contour of the cell image respectively. If (1) the above Condition is met; (2) its outer contour mainly consists of chain codes $7,0,3$ and $4\left(c_{7,0,3,4} \geq \frac{1}{2} c_{t}\right)$; (3) the number of chain codes 7 and 3 is more than that of chain codes 0 and $4\left(c_{7,3} \geq c_{0,4}\right)$, then the cell image is recognized as the ellipse shape $e_{(7,3,0,4)}$, otherwise $\left(c_{7,3}<c_{0,4}\right)$ the cell image is recognized as the shape $e_{(0,4,3,7)}$.
In this model, the cell image shape, $e_{(7,3,0,4)}$, is considered as a skew ellipse in the direction of code 7 or 3 , and the cell image shape, $e_{(0,4,7,3)}$, a horizontal ellipse.
Similarly, model 3 , $e_{(6,2,7,3)}$ and $e_{(7,3,2,6)}$, and model $4, e_{(5,1,0,4)}$ and $e_{(0,4,5,1)}$, can be defined respectively. Morphological model 5: Barbell shapes.
If (1) there are two concave structural changes; (2) there is one pair of corresponding concave structural points, " $\wedge$ " and "\$" (horizontal), "]" and "(" (vertical), "f" and "O" (skew), or " t " and " S " (skew), then cell image contour can be recognized as the barbell shape. There are four types of barbell shapes which can be defined based on which pair of concave structural points is found. The cell image contour in Fig. 15(7) can be recognized as a barbell shape, and its pair of corresponding concave structural points are structural points "]" and "(".
Also, other morphological structures of cell images can be described.
Similarly, other morphological structures of cell images in cell-screen can be constructed. Based on the above models, morphological structures of different cell phases can be analyzed as follows:
(1) if (a)the cell shapes are a ellipse shape; (b) the number of points in cell outer contour is large enough (threshold can be found from statistical analysis), then the cell is a normal changing one and its changing trend is that the rate between major and minor axes of the cell image is decreased with time (metaphase).
(2) if the rate between major and minor axes of the cell image is large enough (threshold can be found from statistical analysis), then the cell will be split soon (telophase).
(3) if the cell shapes are a barbell shape, then then the cell will be split (telophase).
(4) if (a) the cell shapes are a ellipse shape; (b) the rate between major and minor axes of the cell image is about $1: 1$; (c) the number of points in cell outer contour is little enough (threshold can be found from statistical analysis), then the cell is a newly changing one, and its changing trend is that the number of points in cell outer contour is increased with
time (prophase).
Based on the above analysis, the cells in Figs. 15(1-5) are at metaphase, the cells in Figs. 15(6-7) are at telophase soon, and the cells in Fig. 15(8) are at prophase.
In this way, cell-screening can be analyzed and recognized dynamically and automatically.

## CONCLUSION

The color reduction algorithm is used to extract color feature of color biological images. Smooth following techniques are developed to smooth contours of images. The spurious pixels (points) of contours in images can be removed based on the structural patterns of difference codes and of spurious point groups. The algorithm can let the abstract value of difference codes between neighboring points be less than 2. This makes the linearization of contours possible.
A new and efficient algorithms about linearization smoothed contours is discussed. A series of linearized lines in a contour is formed based on element chain codes which are found in terms of difference chain codes. a series of description features of contours is formed, but not by other methods.
The morphological structural points are proposed. The morphological structural points are defined to describe morphological structures between neighboring linearized lines along contours. Extraction of structural points is based on structural patterns which are determined by element chain codes. Two applications are used to discuss how to use related features such as color, morphological structures and prior information for description, recognition and analysis of biological images.
These efficient and new algorithm have been developed for dynamic description, recognition and analysis of cell-cycle in detail. The algorithm of extracting structural features (structural points) is described based smooth followed contour, linearized line and difference chain codes. The morphological structures of cell contour shapes are constructed based on the structure points, difference chain code of linearized line and geometry features. The dynamic analysis and recognition of cell-cycle are approached based on morphological structure models and prior knowledge of cell images. The best useful contribution is that some series of structural features of linearized lines of biological image contours are found and morphological models of cell contour shapes are described based on our algorithm, but other methods not. Our method is efficient and new because morphological structure models of biological images are constructed, and these models simulate artificial intelligence.
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